Local learning rules and bifurcations in the global dynamics of random recurrent neural networks
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Summary. In this article, we investigate the effects of biologically-plausible local learning rules (Hebbian rules) on the global dynamics of firing-rate random recurrent neural networks. In these models, learning collapses the initially chaotic dynamics onto simpler attractors (limit cycle or fixed point) that are specific of the learned pattern. This phenomenon provides these networks with associative memory properties but remains poorly understood. Focusing on the spectral properties of the Jacobian and weight matrices, we show here that learning brings global dynamics near a bifurcation point where network sensitivity to the input pattern is maximal. We thus contribute to a theoretical framework to uncover the relations between dynamics, structure and function in these networks.

1.1 Introduction

In recent years, a large amount of work concerning dynamical systems interacting on complex networks has focused on the influence of network topology on the global dynamics (for a review, see [4]). In particular, many studies have been devoted to the relationships between node synchronization and the classical statistical quantifiers of complex networks (degree distribution, average clustering index, mean shortest path...) [9, 15, 13]. The main idea was that the impact of network topology on the global dynamics might be prominent, so that these structural statistics may be good indicators of the global dynamics. This assumption proved however largely wrong and many of the related studies yielded contradictory results [15, 12]. Actually, synchronization
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properties cannot be systematically deduced from topology statistics but may be inferred from the spectrum of the network [1]. Accordingly, many studies have considered diffusive coupling of the nodes [10]. In this case, the adjacency matrix has real nonnegative eigenvalues, and global properties, such as stability of the synchronized states [2], can easily be inferred from its spectral properties.

In this framework, neural networks with complex topology are particularly interesting because the dynamics of the neurons (the network nodes) depends on synaptic weights (the network links), that themselves vary over time as a function of the neuron dynamics. Understanding this mutual coupling between dynamics and topology and its effects on the computations made by the network is a key problem in computational neuroscience, that could benefit the multidisciplinary tools of complex systems approaches. Unfortunately, the coupling between neurons (synaptic weight) is rarely diffusive, so that the corresponding matrix is not symmetric and may contain positive and negative elements. The spectral characteristics of such systems and their relations to global dynamical properties remain to be understood.

In this paper, we wish to study the specific case of random recurrent neural networks (RRNNs). These network models display a rich variety of dynamical behaviors, including fixed points, limit cycle oscillations, quasiperiodicity and deterministic chaos [7], that are suspected to be similar to experimental behaviors observed in the olfactory bulb [17, 8]. It is known that the application of biologically-plausible local learning rules (Hebbian rules) reduces the dynamics of chaotic RRNNs to simpler attractors that are specific of the learned input pattern [6]. This phenomenon endows RRNNs with associative memory properties, but remains poorly understood. We propose here a theoretical and simulation study of the effects of these local rules on the global dynamics change during learning. To this aim, we mostly focus on the spectral properties of the weight and Jacobian matrices.

1.2 Model

We consider firing-rate recurrent neural networks with discrete time dynamics. Our model considers that learning dynamics may be slower than neuron dynamics. Synaptic weights are thus constant for \( \tau \) consecutive dynamics steps, which defines a learning epoch. We denote by \( t \) the update index of neuron states (dynamics) inside a learning epoch while \( T \) indicates the update index of synaptic weights (learning). Let \( x_i^{(T)}(t) \) be the mean firing rate of neuron \( i \) at dynamics time \( t \) of the learning epoch \( T \). Its dynamics is given by

\[
\begin{cases}
  x_i^{(T)}(t+1) = f \left( \sum_{j=1}^{N} W_{ij}^{(T)} x_j^{(T)}(t) + \theta_i + \xi_i \right) \\
  x_i^{(T+1)}(0) = x_i^{(T)}(\tau)
\end{cases}
\]  

(1.1)

where \( f \) is a sigmoidal function (e.g. \( f(x) = 1/2 (1 + \tanh(gx)) \)). The output gain \( g \) tunes the nonlinearity of the function. \( \theta_i \) is the threshold of the neuron.
response and $\xi_i$ a (time constant) external input applied at neuron $i$. $W_{ij}^{(T)}$ represents the weight of the synapse from neuron $j$ to neuron $i$ at learning epoch $T$. The initial weights $W_{ij}^{(1)}$ are randomly sampled from a Gaussian law with 0 mean and variance $1/N$, where $N$ is the number of neurons. Hence the synaptic weight matrix $W$ contains positive (excitation), negative (inhibition) or null (no synapse) elements and is asymmetric ($W_{ij}^{(T)} \neq W_{ji}^{(T)}$).

We consider here learning rules that conform to Hebb’s postulate about learning in biological neurons [11]. Hence, we are interested in generic rules where learning occurs via local (i.e. depending on the pre- and post-synaptic neurons only) modifications of synaptic weights. We also assume that no synaptic change takes place if the postsynaptic neuron is silent, except for exponential decay which corresponds to passive forgetting.

Defining the activity of neuron $i$, $m_i^{(T)} = \frac{1}{\Delta T} x_i^{(T)} - d_i$, where $\bar{x}_i^{(T)}$ is the time-averaged firing rate of neuron $i$ during learning epoch $T$, and $d_i$ is the associated activity threshold (i.e. neuron $i$ is said silent during learning epoch $T$ whenever $m_i^{(T)} \leq 0$ and active else), the learning rule we studied here writes:

$$W_{ij}^{(T+1)} = \lambda W_{ij}^{(T)} + \frac{\alpha}{N} m_i^{(T)} m_j^{(T)} H(m_i^{(T)})$$

(1.2)

where $\alpha$ is the learning rate, $H$ the Heaviside function ($H(x) = 1$ if $x > 0$ and 0 otherwise) and $\lambda$ is the rate of passive forgetting. In the following we set $d_i = |g/\theta_i|$. Finally, we assume that weights cannot change sign and are hardly bounded to 0.

### 1.3 Results

#### 1.3.1 Dynamics reduction

Here, we set the parameters so that the spontaneous (initial) dynamics is chaotic. Previous simulation results have shown that Hebbian learning leads to a simplification of the dynamics from the initial strange attractor to a quasiperiodic one, and, as learning goes on, a limit cycle and finally a fixed point [6]. In fact, the application of our learning rule for as few as 5 learning epochs is enough for the largest Lyapunov exponent $L_1$ to decrease and become negative (not shown). We give here theoretical and experimental explanations of this dynamic reduction. For concision, we only present the main theoretical results. Thorough presentation and detailed proofs will be given elsewhere (Siri et al., manuscript in preparation).

A bound on the largest Lyapunov exponent at learning epoch $T$, $L_1^{(T)}$, can easily be found. Let $\rho_T$ be the natural invariant measure (Sinai-Ruelle-Bowen measure) at learning epoch $T$ and $< \phi >_T = \int \phi \rho_T$ the average of a function $\phi$ with respect to $\rho_T$, then
\[ L_1^{(T)} \leq \log(\|W^{(T)}\|) + \left\langle \log(\max_i f'(u_i)) \right\rangle_T, \]  

where \( u_i = \sum_{j=1}^{N} W_{ij}^{(T)} x_j^{(T)}(t) + \theta_i + \xi_i \) is the local field of neuron \( i \).

This shows that \( L_1 \) is expected to decrease whenever the spectrum radius of the weight matrix \( W \) shrinks or \( \log(\max_i f'(u_i)) \) decreases. The latter term in fact becomes negative when all neurons are (on average) saturated. Note that this effect is related to amplification/saturation and can be addressed in the context of linear response theory \[5\]. It follows from this result that if learning increases the saturation level of neurons or shrinks \( W \) spectrum radius, then the result will be a decay of \( L_1^{(T)} \).

The effect of the parameter \( \lambda \) is to allow the system forget its initial synaptic structure. It gives the possibility to “rewire” entirely the network in a time scale proportional to \( \frac{1}{|\log(\lambda)|} \). Indeed, it can be shown that

\[ W^{(T+1)} = \lambda^T W^{(1)} + \frac{\alpha}{N} \sum_{n=1}^{T} \lambda^{T-n} G^{(n)}. \]  

where \( W^{(1)} \) is the initial synaptic matrix and \( G^{(n)} \) is the matrix whose elements are given by \( G_{ij}^{(n)} = m_i^{(n)} m_j^{(n)} H(m_i^{(n)}) \). If \( \lambda = 1 \), a direct corollary of this equation is that \( W^{(T)} \) will diverge. On the opposite, if \( \lambda < 1 \), the “direct” contribution of \( W^{(1)} \), to \( W^{(T+1)} \) decays exponentially fast. In this case, one thus expects to reach a stationary regime where synaptic weights do not evolve any more. The existence of a such a stationary distribution for the synaptic weights can be shown to be provided by the sufficient condition

\[ W^{(K)} = \frac{\alpha}{N(1-\lambda)} \Gamma \]  

at some learning epoch \( K \), with \( \Gamma = \text{cste.} \) Assuming this condition is satisfied and let \( s_1^{(T)} \) be the eigenvalue of \( W^{(T)} \) with largest norm, we have

\[ |s_1^{(T+1)}| \leq \lambda^T |W^{(1)}| + \frac{\alpha}{N} \frac{1-\lambda^T}{1-\lambda} C \leq \lambda^T |W^{(1)}| + \frac{\alpha}{N} \frac{1}{1-\lambda} C \]  

where \( C \) is a constant.

Thus this equation predicts that the Hebbian learning rule should contract the spectral radius of the weight matrix (i.e. \( \lambda^T \) vanishes when \( \lambda < 1 \)). We also note that, as \( \frac{\alpha}{N} \) is small, the contraction should be dominated by \( \lambda^T |W^{(1)}| \).

Figure 1.1 shows the time evolution of \( s_1^{(T)} \) during simulations. This figure first confirms that learning comes up with a decrease of \( |s_1^{(T)}| \) but also demonstrates that the initial dynamics is mainly dictated by \( \lambda^T \). Both results are in excellent agreement with predictions of eq. 1.6.

Hence, these theoretical considerations show that dynamics reduction in this system is mainly due to the effect of forgetting, that reduces the spectral
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Fig. 1.1. Hebbian learning rule induces contraction of the weight matrix spectral radius. The evolution during learning of the norm of $W$ largest eigenvalue, $|s_1^{(T)}|$ is plotted on a log-log scale for $\lambda = 0.80$ (open circles); 0.90 (open triangles), 0.95 (open diamonds) or 1.00 (close circles). Each value is an average over 50 realizations with different initial conditions (initial weights and neuron states). Bars are standard deviations. Full lines are plots of exponential decreases with equation $g(T) = |s_1^{(1)}|\lambda^T$. Other parameters were: $N = 100$, $\alpha = 10^{-3}$, $g = 10$ and $\theta_i = 0.15$, $\xi_i = 0.010 \sin(2\pi i/N) \cos(8\pi i/N) \forall i = 1 \ldots N$

radius of the synaptic weight matrix, which, in turn yields reduction of the largest Lyapunov exponent. Note however that, even without forgetting ($\lambda = 1$), dynamics reduction can be caused by any Hebbian rule that increases saturation of the neurons (eq. 1.3).

1.3.2 Learning and bifurcation

The Jacobian matrix of the system $DF_\mathbf{x}$ in our case reads

$$DF_{ij} = \frac{\partial f(u_i)}{\partial x_j} = f'(u_i)W_{ij} \tag{1.7}$$

Let $\mu_1^{(T)}$ be the eigenvalue of the Jacobian matrix with largest norm. It can be proven that

$$|\mu_1^{(T+1)}| \leq \max_i f'(u_i^{(T+1)}) \left[ \lambda^T \|W^{(1)}\| + \frac{\alpha}{N} \frac{1 - \lambda^T}{\lambda} C \right] \tag{1.8}$$

One sees that the spectrum of $DF_\mathbf{x}^{(T)}$ is contracted by two effects: the contraction of the spectrum of $W$ and the decay of $\max_i f'(u_i^{(T+1)})$, once again related to saturation effects. Note that if $\lambda = 1$ (no forgetting) and $W^{(T)}$
diverges then $u^{(T)}$ diverges as well, leading $\max_i f'(u_i^{(T+1)})$ to converge toward 0. Hence, even in the absence of forgetting, saturation effects can lead to a decrease of $|\mu_1^{(T+1)}|$. Figure 1.2 shows the time evolution of $|\mu_1^{(T)}|$ during learning with $\lambda < 1$. This figure confirms that the highest eigenvalue indeed decreases during learning with a rate that depends on $\lambda$.

However, the main effect of learning is to make the network sensitive to the learned pattern. This implies that removal of the pattern should lead to a significative change in the networks dynamics. Defining $x$ as the dynamics obtained when the input pattern $\xi$ is applied to the network:

$$x^{(T)}(t+1) = f(Wx^{(T)}(t) + \theta + \xi) \quad (1.9)$$

and $x'$ the dynamics obtained without pattern application:

$$x'^{(T)}(t+1) = f(Wx'^{(T)}(t) + \theta) \quad (1.10)$$

Sensitivity to the input pattern may be expressed as the amplitude of the network response obtained when $\xi$ is removed. In other words, significant changes occur in the dynamics if $\delta x = x' - x$ is large when $\xi$ is removed. It is possible to show that

$$(I - DF_x) \delta x = -A(u)\xi \quad (1.11)$$

In this equation, $I$ is the unit matrix and $A(u)$ is the matrix defined by $A(u)_{ij} = f'(u_i)\delta_{ij}$ where $\delta_{ij} = 1$ if $i = j$, and 0 else. If 1 is not an eigenvalue of $DF_x$, then one may express $\delta x$ as a function of $\xi$. Therefore, if $\xi$ is small, $\delta x$ will be small too. In this case, removing the pattern does not lead to a significant change in the dynamics. In other words, when the system is not close to a bifurcation $\delta x$ remains proportional to $\xi$ and is negligible when $\xi$ is small. Similarly, if 1 is an eigenvalue of $DF_x$, but the projection of $\xi$ in the corresponding direction vanishes, we are in the same case as before.

To be more rigorous, call $\Delta^{(T)}[\phi]$ the variation of the (time) average value of $\phi$ induced by pattern removal and $\lambda_k$ and $v_k$ the eigenvalues and eigenvectors of $W^{(T)}A(u^{(T)})$, ordered such that $|\lambda_N| \leq |\lambda_{N-1}| \leq |\lambda_1| < 1$. Then one can derive from eq.(1.11):

$$\Delta^{(T)}[u] = -\sum_{k=1}^{N} \frac{\langle v_k, \xi \rangle}{1 - \lambda_k} v_k \quad (1.12)$$

where $\langle \, , \, \rangle$ denotes the inner product. It is clear from this equation that $\Delta [u]$ diverges whenever $\langle v_k, \xi \rangle > 0$ (thus $\xi \neq 0$) and $\lambda_1 = 1$. It can be shown that $\lambda_k = \mu_k$ (i.e. the eigenvalues of $W^{(T)}A(u^{(T)})$ are also the eigenvalues of $DF = A(u^{(T)})W^{(T)}$). Thus, eq.(1.12) actually predicts that if 1 is an eigenvalue of $DF_x$, and neither $\xi$ nor its projection in the corresponding direction is 0, then $\Delta [u]$ is not small anymore and depends on the nonlinear term $A(u)$. This case is illustrated in figure 1.2. In this figure, we measure the following quantity:
\[ \Delta^{(T)} [A] = \frac{1}{N} \sqrt{\sum_{i=1}^{N} \left( \langle A_{ii}^{(T)} \rangle - \langle A_{ii}^{(T)}' \rangle \right)^2} \]  

(1.13)

where 

\[ \langle A_{ii}^{(T)} \rangle = \lim_{\tau \to \infty} \sum_{t=1}^{\tau} A_{ii}^{(T)}(t) \]  

(1.14)

and \( A' \) stands for \( A \) without pattern (\( \xi_i(t) = 0 \forall i \)). Hence \( \Delta [A] \) measures the change in neuron excitability when the input pattern is withdrawn. \( A_{ii} \) is maximal when the local field of neuron \( i, u_i \), falls in the central part of the sigmoid transfer function \( f \) (i.e. when \( f'(u_i) \) is maximal), therefore when \( i \) is not saturated and is the most sensitive to fluctuation in its inputs. Note however that when \( f'(u_i) \) is maximal \( A_{ii} \) is maximal, but it does not necessary entail that \( \Delta [A] \) is maximal.

Hence, the effect of removing the pattern is predicted to be maximal when

\[ |\mu_1^{(T)}| \]  

(but not necessarily \( s_1^{(T)} \)) is close to 1. This effect is clearly visible from Fig 1.2, from where it can be seen that the maximal value of \( \Delta \) is indeed obtained for learning epochs that yield \( |\mu_1^{(T)}| \) values close to 1.

As we are dealing with discrete-time systems, this value of \( |\mu_1^{(T)}| = 1 \) corresponds to a bifurcation in the dynamics. Therefore, this proves that Hebbian learning in our case leads the system to a part of the parameter space where removing the input pattern makes the system cross a critical boundary. The way of tuning the parameters in order to promote this behavior is still under investigation.
1.4 Conclusion

In the present paper, we study the impact of Hebbian learning rules with passive forgetting and show that the observed dynamics reduction is caused either by forgetting-induced rewiring or by neuron saturation. These phenomena both shrink the spectral radius of the weight matrix, which, in turn decreases the largest Lyapunov exponent. Moreover, these very mechanisms contract the spectral radius of the Jacobian matrix, and we demonstrate that network sensitivity to the learned pattern is maximal when the norm of the leading eigenvalue of the Jacobian matrix is close to 1. In other words, learning drives the network through a bifurcation boundary and sensitivity to the pattern is maximal when pattern removal drives the system from one side of this bifurcation boundary to the other.

However, when learning goes on, the dynamics is driven away from this critical boundary, therefore pattern sensitivity eventually vanishes. This effect outlines the limits of such Hebbian learning rules in RRNNs. An interesting development would be to modify the rule with mechanisms granting that, once reached, the system remains in the “edge of chaos”. To find such mechanisms, we are currently looking at biology, and more specifically at homeostatic plasticity (see [18, 14] for reviews). Homeostatic plasticity has already been studied in recurrent neural networks and has been found to greatly enhance neural response [19]. Such a mechanism could provide our model with precise tuning of the synaptic matrix spectrum and neuron activity, thus may regulate learning and stabilize dynamics close to the edge of chaos.

One the other hand, our previous studies demonstrated that Hebbian learning also provokes the emergence of a small world structure for the corresponding adjacency network [16, 3]. Future works will focus on the relationships between these two effects.
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