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Abstract

Interior point stabilization is an acceleration method for column generation algorithms. It addresses degeneracy and convergence difficulties by selecting a dual solution inside the optimal space rather than retrieving an extreme point. The method is applied to the case of the vehicle routing problem with time windows.
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0. Introduction

Column generation was introduced by Dantzig and Wolfe [3] to solve linear programs with decomposable structures. It has been applied to many problems with success and has become a leading optimization technique to solve routing and scheduling problems [5,1]. However, some column generation methods often show very slow convergence partly due to heavy degeneracy problems. One of these problems arises when multiple dual solutions are associated with each primal solution. Choosing the dual solution then becomes a crucial part of the column generation algorithm as the subproblem solution often heavily depends on the dual values. This observation led to the introduction of several stabilization methods, which attempted to accelerate convergence by implementing diverse mechanisms to control the selection of the dual solution. The method proposed here tries to achieve the same goal by using a different approach.

The next section, which gives a brief overview of the column generation framework, is followed by a short description of some existing stabilization methods that we will use for comparison purposes. Section 3 introduces interior point stabilization and results are reported in Section 4.

Future work on this technique involves its application to different problems in order to clearly assess in which contexts it can be useful.
1. Column generation

Column generation is a general framework that can be applied to numerous problems. However, since an example is often useful to give a clear explanation, all results in this paper will be presented with respect to the vehicle routing problem with time windows (VRPTW). The description of IPS is done without loss of generality nor restrictions to deal with this particular problem. Although it cannot be said that the VRPTW is representative of all domain applications solved by column generation, it is sufficiently degenerate and unstable to make it a good test case for the proposed method. The VRP can be described as follows: given a set of customers, a set of vehicles, and a depot, find a set of routes of minimal length, starting and ending at the depot, such that each customer is visited by exactly one vehicle. Each customer having a specific demand, there are usually capacity constraints on the load that can be carried by a vehicle. In addition, there is a maximum amount of time that can be spent on the road. The time window variant of the problem (VRPTW) imposes the additional constraint that each customer must be visited during a specified time interval. The vehicle can wait in case of early arrival, but late arrival is not permitted.

In the first application of column generation to the field of vehicle routing problems with time windows, presented by Desrochers et al. [4], the basic idea was to decompose the problem into sets of customers visited by the same vehicle (routes) and to select the optimal set of routes between all possible ones. Letting by the same vehicle (routes) and to select the optimal decomposition of the problem (VRPTW) imposes the additional constraint that each customer must be visited during a specified time interval. The vehicle can wait in case of early arrival, but late arrival is not permitted.

1. Column generation

Column generation is a general framework that can be applied to numerous problems. However, since an example is often useful to give a clear explanation, all results in this paper will be presented with respect to the vehicle routing problem with time windows (VRPTW). The description of IPS is done without loss of generality nor restrictions to deal with this particular problem. Although it cannot be said that the VRPTW is representative of all domain applications solved by column generation, it is sufficiently degenerate and unstable to make it a good test case for the proposed method. The VRP can be described as follows: given a set of customers, a set of vehicles, and a depot, find a set of routes of minimal length, starting and ending at the depot, such that each customer is visited by exactly one vehicle. Each customer having a specific demand, there are usually capacity constraints on the load that can be carried by a vehicle. In addition, there is a maximum amount of time that can be spent on the road. The time window variant of the problem (VRPTW) imposes the additional constraint that each customer must be visited during a specified time interval. The vehicle can wait in case of early arrival, but late arrival is not permitted.

In the first application of column generation to the field of vehicle routing problems with time windows, presented by Desrochers et al. [4], the basic idea was to decompose the problem into sets of customers visited by the same vehicle (routes) and to select the optimal set of routes between all possible ones. Letting be a feasible route in the original graph (which contains N customers), be the set of all possible routes r, c_r be the cost of visiting all the customers in r, A = (a_rij) be a Boolean matrix with coefficient a_rij = 1 if a particular customer (denoted by index i ∈ {1 ... N}) is visited in route r, and x_r be a Boolean variable specifying whether the route r is chosen (x_r = 1) or not (x_r = 0), the set partitioning formulation is defined as (5)

This formulation, however, raises some issues. Firstly, since it is impractical to construct and to store the set R because of its very large size, it is usual to work with a partial set R' that is enriched iteratively by solving a subproblem. Secondly, the linear relaxation of the set partitioning formulation (SIP) allows negative dual values which can be problematic for the subproblem (a negative dual means there is a negative marginal cost to visit a node...). A first stabilization approach is thus to use the following relaxed set covering formulation as a master problem (M):

min \sum_{r \in R'} c_r x_r \quad \text{(4)}

s.t. \sum_{r \in R'} a_rij x_r \geq 1 \quad \forall i \in \{1 \ldots N\}, \quad \text{(5)}

x \geq 0. \quad \text{(6)}

To enrich R', it is necessary to find new routes that offer a better way to visit the customers, that is, routes with a negative reduced cost. The reduced cost of a route is computed by replacing the cost of an arc (the distance between two customers) d_ij by the reduced cost of that arc \ c_{ij} = d_{ij} - \lambda_i, where \lambda_i is the dual value associated with the covering constraint (5) of customer i. The dual value associated with a customer can be interpreted as the marginal cost of visiting that customer in the current optimal solution (given R'). The objective of the subproblem is then the identification of a negative reduced cost path, i.e., a path for which the sum of the traveled distances is smaller than the sum of the marginal costs (dual values). Such a path represents a new and better way to visit the customers it serves.

The optimal solution of the unrestricted master ((M) defined over R) has been identified when there exists no more negative reduced cost path. This solution can however be fractional. If this is the case, it is necessary to start a branching scheme in order to identify an integer solution.

2. Stability problems

Column generation frameworks depend heavily on marginal costs to guide the search at the subproblem level. In some cases it is possible that, during the first iterations, the marginal costs associated with each customer are not appropriately estimated by the dual
A few techniques are available. A first technique consists in defining a box around the previous value of each dual variable and modifying the master problem so that the feasible dual space is limited to the area defined by these boxes. A second technique is to adapt the master problem so that the distance separating a dual solution from the previous optimal dual solution is linearly penalized. These two techniques were, respectively, proposed by Marsten et al. [13] and by Kim et al. [11] for improving the convergence of Kelley’s well-known cutting plane algorithm [10].

du Merle et al. [7] have proposed to stabilize column generation with a method that combines these two concepts. They impose soft limits on the dual values $\lambda$ associated with the constraints (5) of (M). These limits, defined by $(d^-, d^+)$, are first given as parameters to the model and then automatically updated during the resolution. The $\lambda$ variables can take values outside the given limits (when $\omega^- > 0$ or $\omega^+ > 0$), but the objective is then penalized by $(\epsilon^-, \epsilon^+)$. The dual form of the master then becomes:

$$\max \sum_{i \in \{1 \ldots N\}} \lambda_i - \epsilon_i^+ \omega_i^- - \epsilon_i^- \omega_i^+$$  \hspace{1cm} (7)

subject to:

$$\sum_{i \in \{1 \ldots N\}} \lambda_i a_{ir} \leq c_r \quad \forall t \in R',$$  \hspace{1cm} (8)

$$\lambda_i + \omega_i^- \geq d_i^- \quad \forall i \in \{1 \ldots N\},$$  \hspace{1cm} (9)

$$\lambda_i - \omega_i^+ \leq d_i^+ \quad \forall i \in \{1 \ldots N\},$$  \hspace{1cm} (10)

$$\lambda, \omega^-, \omega^+ \geq 0,$$  \hspace{1cm} (11)

while the primal form of the stabilized master is:

$$\min \sum_{r \in R'} c_r x_r + \sum_{i \in \{1 \ldots N\}} -d_i^- y_i^- + d_i^+ y_i^+$$

subject to:

$$\sum_{r \in R'} a_{ir} x_r - y_i^- + y_i^+ \geq 1 \quad \forall i \in \{1 \ldots N\},$$

$$y_i^- \leq \epsilon^- \quad \forall i \in \{1 \ldots N\},$$

$$y_i^+ \leq \epsilon^+ \quad \forall i \in \{1 \ldots N\},$$

$$x, y^-, y^+ \geq 0.$$  \hspace{1cm}

This method is subsequently referred as BoxPen stabilization since the bounds $(d^-, d^+)$ on the $\lambda$ dual variables can be represented by a set of boxes defined by centers $(B^c)$ and sizes $(B^s)$. The mapping between the box representation and the LP formulation (7)–(11) is the following: $d_i^- = B_i^c - B_i^s$ and $d_i^+ = B_i^c + B_i^s$, $\forall i \in \{1 \ldots N\}$. The values of $\epsilon^-$ and $\epsilon^+$ express the penalty imposed to the objective when the values of $\lambda$ are chosen outside the boxes.
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In order to use this method efficiently, one must define an initializing procedure for $B^c$ and a size control procedure for $B^s$. If we can easily see that initial values of $B^c$ could be provided by any heuristic estimating reasonable marginal costs, there is little information in the literature about the control of the box size and penalty factor ($\varepsilon$) during resolution. The approach described in [6] offers two possible approaches to update the parameters: one is to enlarge the size ($B^c$) of a box when the dual value $\lambda_i$ (obtained from the LP) lies on or outside its boundary and to reduce it otherwise. The other is to keep increasing the values of $\varepsilon^-$ and $\varepsilon^+$ as long as the subproblem is able to identify new columns and to reduce them otherwise. In both cases, when no new column can be found, all boxes are re-centered on the last dual values obtained ($B^c = \lambda$). The convergence criterion of the method is that the dual variables $\lambda$ take values which are strictly within $[d^-, d^+]$ or that $\varepsilon^- = \varepsilon^+ = 0$.

Although the approach of du Merle et al. [7] is the most widely used for stabilizing column generation, several other stabilization approaches have been proposed in the literature. Neame [14] proposes the following scheme. The dual prices used to generate new columns are obtained by taking a linear combination of the dual prices of the previous iteration and an extreme dual solution of the current restricted master problem. The subproblem might then provide columns with a negative pricing but a positive reduced cost (according to the current extreme dual solution). These columns are rejected. If no negative reduced cost columns are obtained, the subproblem is solved again with a convex combination stepping closer to the current extreme dual solution. The genuine current extreme dual solution is finally chosen for pricing when its distance with the convex combination falls under a given parameter $\varepsilon$. For complete reviews and discussions on this topic, see Neame [14] and Lübbecke and Desrosiers [12].

3. Interior point stabilization

The idea behind interior point stabilization is to generate a dual solution that is in the interior of the convex hull of optimal dual solutions to the master instead of using one of its extreme points. Bixby et al. [2] have proposed to achieve this by using an interior point method to solve (M). The authors note that, although the interior point method requires less iterations than a simplex based method, each iteration takes more time. They argue that each call to the subproblem generates a relatively small amount of columns compared to the size of $R^c$, thus enabling a simplex based method to reoptimize incrementally (M) at each iteration. Since interior point methods cannot be warm started, they do not take advantage of the successive resolution of column generation approach.

The proposed way to achieve the centralization of dual values is to generate several extreme points of the optimal dual polyhedron and to compute an interior point corresponding to a convex combination of all these extreme points. This section provides details on how this is achieved.

3.1. Theoretical issues

As mentioned above, the original relaxed set covering problem (M) is given by (4)–(6) and its dual is denoted by (D) and can be written as

$$\max \sum_{i \in \{1...N\}} \lambda_i$$

s.t. $$\sum_{i \in \{1...N\}} \lambda_i a_{ir} \leq c_r \ \ \forall r \in R,$$

$$\lambda \geq 0.$$

Once the unrestricted master is solved to optimality, let $R^*$ be defined as the set of routes $r$ for which $x_r > 0$ (i.e., some of the basic columns), and let $C$ be the set of nodes for which the covering constraint (5) is not tight. Using complementary slackness conditions, the optimal dual polyhedron $D$ containing all optimal values of $\lambda$ is defined by

$$\sum_{i \in \{1...N\}} \lambda_i a_{ir} \leq c_r \ \ \forall r \in R^c \setminus R^*, \quad (12)$$

$$\sum_{i \in \{1...N\}} \lambda_i a_{ir} = c_r \ \ \forall r \in R^*, \quad (13)$$

$$\lambda_i = 0 \ \ \forall i \in C, \quad (14)$$

$$\lambda_i \geq 0 \ \ \forall \ i \in \{1...N\} \setminus C. \quad (15)$$
To obtain a point in this polyhedron, one can simply define a random objective function $u \lambda$ with $u \sim U(0, 1)$ (i.e., each element of $u$ is uniformly distributed between 0 and 1) and solve the following LP, denoted $(\mathcal{D}^u)$:

$$\begin{align*}
\max \ & \sum_{i \in \{1 \ldots N\}} u_i \lambda_i, \\
\text{s.t.} \ & \sum_{i \in \{1 \ldots N\}} \lambda_i a_{ir} \leq c_r \ \forall r \in R \setminus R^*, \\
\ & \sum_{i \in \{1 \ldots N\}} \lambda_i a_{ir} = c_r \ \forall r \in R^*, \\
\ & \lambda_i = 0 \ \forall i \in C, \\
\ & \lambda_i \geq 0 \ \forall i \in \{1 \ldots N\} \setminus C.
\end{align*}$$

If this problem is solved with a simplex based method, then the optimal solution obtained will always be an extreme point of $\mathcal{D}$. Different instances of $(\mathcal{D}^u)$ can be generated by defining multiple objective functions ($u$ vectors) and thus several extreme points of $\mathcal{D}$ can be obtained. For each $u$ vector generated, both problems $(\mathcal{D}^u)$ and $(\mathcal{D}^{-u})$ are successively solved in order to favor the identification of distant extreme points. Since $\mathcal{D}$ is a convex set, any convex combination of its extreme points will lie within it. Furthermore, except in pathological cases (i.e., when the solutions obtained for different $u$ correspond to the same extreme dual solution of (12)–(15), one would expect convex combinations of several extreme points with strictly positive coefficients to yield an interior point of $\mathcal{D}$. In particular, if we take the average of all obtained extreme points, we should obtain an interior point of $\mathcal{D}$ that gives much more centered dual values.

3.2. Practical issues

This procedure for obtaining an interior point is very simple, but it requires to either write the dual of the master problem or to automatically generate it. This step, which is not very difficult, can be a bit troublesome when additional constraints are present in $(M)$. To avoid it, let us consider the dual of $(\mathcal{D}^u)$ denoted by $(\mathcal{P}^u)$ and defined by

$$\begin{align*}
\min \ & \sum_{r \in R} c_r x_r \\
\text{s.t.} \ & \sum_{r \in R} a_{ir} x_r \geq u_i \ \forall i \in \{1 \ldots N\} \setminus C, \\
\ & \sum_{r \in R} a_{ir} x_r \geq -\infty \ \forall i \in C, \\
\ & x_r \geq 0 \ \forall r \in R \setminus R^*, \\
\ & x_r \text{ free} \ \forall r \in R^*.
\end{align*}$$

Interior point stabilization can thus be achieved by making simple modifications to the original primal problem. Extreme points of $\mathcal{D}$ are obtained if, after modifying the right-hand side, $(\mathcal{P}^u)$ is solved and its dual values are collected. The interior point is again generated by collecting a number of extreme points (here multipliers of $(\mathcal{P}^u)$) and averaging them.

Furthermore, it is not really necessary to modify all right-hand side terms (those set to random values). In order to improve efficiency, only a small subset of these terms can be changed so that the LP solver is able to resolve the new problem efficiently. One can also decide to solve both problems $(\mathcal{P}^u)$ and $(\mathcal{P}^{-u})$ for each $u$ vector generated, in order to favor the identification of distant extreme points. Note that solving $(\mathcal{P}^{-u})$ is equivalent to minimizing, instead of maximizing $(\mathcal{P}^u)$.

This procedure is very general and could turn out to be very useful in many column generation applications. The extra time needed to compute the solutions of $(\mathcal{P}^u)$ is sometimes negligible compared to the time necessary to solve one subproblem; and as we will see in the experimental results, this procedure can significantly cut down the number of iterations needed to reach optimality.

3.3. Implications for the subproblem

In the context of unstabilized column generation, the first iterations are usually characterized by extreme dual values (either 0 or large numbers). At the subproblem level, this tends to make the search for negative reduced cost paths much easier, since all nodes which were given a 0 marginal cost can be discarded. Of course, the paths generated are of poor quality and these first iterations are only useful in stabilizing the whole process.
Unfortunately, when one introduces a stabilization technique, one also makes the first few subproblems harder. In some cases this can be problematic, namely when the subproblem solution algorithm tries to identify all non-dominated paths of negative reduced cost. This is due to the improved estimation of the marginal costs that yields more average values (fewer zeroes) and thus many more negative reduced cost paths. The performance decrease does not lie in the identification of these paths, but rather in the fact that many more paths can be identified.

Since there is no real need to generate all negative reduced cost paths, it is possible, and sometimes essential, to limit the total number of columns generated. This can be done easily (and is probably already implemented) in almost all subproblem algorithms whether they are based on dynamic programming [4,5,1] or on constraint programming [9,15]. A simple implementation is to stop the subproblem when a sufficient number of paths have been identified, but more sophisticated strategies could be devised. This limit insures that the computational time of the subproblem is unaffected by our stabilization technique.

4. Experimental results

In this section, we attempt to demonstrate the effectiveness of interior point stabilization with regard to two criteria. We first evaluate IPS as a simple (almost parameter free) stabilization method for column generation and then compare it to the stabilization techniques described in Section 2. The problem chosen to perform experiments is the vehicle routing problem with time windows (VRPTW).

4.1. Benchmarks

We have tested the proposed method on the well-known Solomon instances [16]. The geographical data are randomly generated in problem set R1, clustered in problem set C1, and a mix of random and clustered structures in problem set RC1. The customer coordinates are identical for all instances within one type (i.e., R, C and RC). The instances differ with respect to the width of the time windows. Some have very tight time windows, while others have time windows which are hardly constraining. Each instance contains 100 customers.

In the data sets, the distance matrix is not explicitly stated, but customer locations are given. Euclidean distances between these customers are computed with one decimal place to allow comparisons with other published methods.

4.2. Implementations

The column generation framework used to evaluate the stabilization method is quite straightforward since the restricted master problem is exactly the one described by Eqs. (4)–(6). Columns are generated using a resource constrained elementary shortest path algorithm based on dynamic programming [8]. At each iteration of the subproblem, the number of non-dominated columns generated at the destination node is limited to 500. The maximum allowed time to find a solution was set to 3600 s.

As the aim of this project was to assess the impact of stabilization, no particular effort was made to optimize the implementation of the framework. Furthermore, since a reduction of both the number of iterations and the CPU time can be observed at the root node of the search tree, we do not include in the following experiments the branch and price search for integer solutions. Typically, the branching procedure starts when the root node has been solved and thus a sufficiently large number of columns (dual cuts) have been generated. It can be expected that, beyond the root node, centering the dual value is not as essential since the intervals for dual values have already been significantly narrowed.

Computational experiments were carried out on a 1.8 GHz Pentium 4 PC with 256 Megabytes of RAM. The master problem was modeled and solved with Cplex 7.5 leaving all parameters to their default values.

4.2.1. Neame’s method

We implemented a version of Neame’s algorithm [14] (see Section 2), which exhibits lots of similarities with IPS. Indeed, if extreme solutions of the dual optimal face are produced in successive solutions of the restricted master problem, the dual prices provided by Neame’s method will also be a convex combination of optimal dual solutions. The method needs two
parameters: the convex combination coefficients, which we set to \((\frac{1}{2}, \frac{1}{2})\), and \(\epsilon\), which we set to 0.1.

4.2.2. BoxPen stabilization

We also re-implemented the BoxPen stabilization method described in Section 2 using two different sets of initial values. In the first implementation, potentially good initial values are defined using some knowledge we have about the problem at hand. In the present case, we estimated the marginal costs of each node as the cost of its cheapest outgoing arc \((\lambda_i = \min_{j \in \{1\ldots N\}} c_{ij})\) and initialized each box center with these values \((B_i^f = \lambda_i, \forall i \in \{1\ldots N\})\).

The second strategy is to use as initial centers for the stabilizing boxes the optimal dual value associated with each node. Each problem is solved a first time and the optimal dual values \((\lambda_i)\) are stored and used as initial box centers \((B_i^f = \lambda_i, \forall i \in \{1\ldots N\})\) for the stabilized resolution. This process is clearly not applicable in practice, since each problem needs to be solved twice. However, since it is not clear a priori how BoxPen stabilization is sensitive to the quality of the initial boxes, this last evaluation permits to determine the potential best gain achievable with this technique.

For both strategies, \(\epsilon^-\) and \(\epsilon^+\) are initialized to 0.001 and the parameter control process we used is the following: all boxes are initialized to a size of 0.2 \((B_i^c = 0.1, \forall i \in \{1\ldots N\})\). If the subproblem is able to find negative reduced cost paths, then the values of \(\epsilon^-\) and \(\epsilon^+\) are increased by 10%. However, when there is no more such column, the values of \(\epsilon^-\) and \(\epsilon^+\) are considerably decreased (divided by 1000) and every box is re-centered on the last dual value \((B_i^c = \lambda_i, \forall i \in \{1\ldots N\})\). This is performed in order to achieve convergence through the second criterion \((\epsilon^- = \epsilon^+ = 0)\).

We have experimented with different updating strategies and the one described above provided the best results.

4.2.3. Interior point stabilization

IPS was implemented using the model \((P)\) ((21)–(25)) described in Section 3.2. The only parameter to set is the number of sample points to identify in order to calculate an interior point of the dual optimal space. The trade-off is that a larger number of points will produce a more centered point, but also requires more computing time (since a LP has to be solved for each point). Our experiments show that 20 points seems enough to ensure a stabilization effect, while computing more points does not really improve the global performance of the column generation framework. The values of \(u\) in (16) are simply set with the use of the standard random number generator of C++. As we mentioned earlier, for each \(u\) vector we solve both the minimization \((\mathcal{G}^-)\) and the maximization \((\mathcal{G}^+)\) problems to favor diverse extreme points.

In the present case, since solving \((P)\) takes less than 0.01 s, we were able to modify the right-hand side of all constraints (22) without significantly slowing down the global resolution process.

4.3. Comparisons and discussion

Table 1 compares the different stabilization approaches. BPHeur and BPOpt stand for the BoxPen stabilization method, respectively, with a heuristic or an optimal choice for the box centers. IPS is for interior point stabilization. IPS performs better than the BPHeur algorithm and exhibits results similar to BPOpt. We did not observe any stabilization effect of Neame’s method on our benchmark instances. In fact, the number of iterations sometimes increased significantly, a result opposite to the one sought for.

Table 1 also shows that stabilization appears particularly effective for C instances, where customers are clustered. This can be easily interpreted: in these instances, clusters are commonly serviced with a single vehicle, which should discard every column not visiting all nodes in a cluster. The visit of every customer in a cluster is enhanced by the IPS, since low values for dual variables (and notably null dual variable) are avoided. Improvements are, however, smaller for the R and RC instances.

Table 2 further compares the effectiveness of the different stabilization approaches (except Neame’s, which performs poorly). For each algorithm, it indicates the computing time (\(time\)) and the number of iterations (\(iter\)). The optimal solution value is identical for all approaches and is mentioned in column \(value\). Unstabilized corresponds to the standard column generation scheme for the solution of the master problem, ((4)–(6)), where we rely solely on the LP code to select the dual values.

Results reported in Table 2 are the time and number of iterations needed to identify the optimal...
solution to the linear relaxation of ((1)–(3)). Results show a clear improvement when implementing the interior point stabilization within the standard column generation scheme, both in time and in the number of iterations.

Experiments were also conducted on IPS using only one extreme point to artificially simulate an unstabilized behavior. The results obtained by this method were significantly poorer than those obtained by simply retrieving the marginal cost from the LP solver (here ILOG Cplex 7.5). We believe that this behavior is due to the fact that IPS with one sample point will generate dual value at random extreme points of the optimal polyhedron, a behavior not exhibited by the LP solver when performing incremental resolutions. This randomness probably worsens the instability when the number of sample points is insufficient.

All these results tend to demonstrate that even a very clever implementation of the BoxPen stabilization would not be far better than IPS. On the contrary, IPS outperforms a standard implementation of BoxPen, though being much simpler and intuitive.

### Table 1
Average impact on time and iterations of stabilization methods over the unstabilized algorithm

<table>
<thead>
<tr>
<th>Class</th>
<th>Neame</th>
<th>BPHeur</th>
<th>BPOpt</th>
<th>IPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (%)</td>
<td>Iter (%)</td>
<td>Time (%)</td>
<td>Iter (%)</td>
</tr>
<tr>
<td>R</td>
<td>107</td>
<td>108</td>
<td>103</td>
<td>87</td>
</tr>
<tr>
<td>C</td>
<td>161</td>
<td>200</td>
<td>88</td>
<td>75</td>
</tr>
<tr>
<td>RC</td>
<td>121</td>
<td>117</td>
<td>106</td>
<td>97</td>
</tr>
</tbody>
</table>

### Table 2
Comparison of IPS with BoxPen-stabilized and unstabilized column generation algorithms

<table>
<thead>
<tr>
<th>Instances</th>
<th>Value</th>
<th>Unstabilized</th>
<th>BoxHeur</th>
<th>BoxOpt</th>
<th>IPS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Iter</td>
<td>Time</td>
<td>Iter</td>
<td>Time</td>
</tr>
<tr>
<td>R101</td>
<td>1631.15</td>
<td>4.35</td>
<td>33</td>
<td>5.19</td>
<td>38</td>
</tr>
<tr>
<td>R102</td>
<td>1466.60</td>
<td>38.77</td>
<td>43</td>
<td>45.83</td>
<td>48</td>
</tr>
<tr>
<td>R103</td>
<td>1206.78</td>
<td>307.89</td>
<td>68</td>
<td>318.49</td>
<td>59</td>
</tr>
<tr>
<td>R105</td>
<td>1346.14</td>
<td>17.04</td>
<td>46</td>
<td>17.88</td>
<td>46</td>
</tr>
<tr>
<td>R106</td>
<td>1226.91</td>
<td>181.85</td>
<td>69</td>
<td>192.03</td>
<td>56</td>
</tr>
<tr>
<td>R107</td>
<td>1053.60</td>
<td>3451.77</td>
<td>88</td>
<td>3569.92</td>
<td>74</td>
</tr>
<tr>
<td>R109</td>
<td>1134.28</td>
<td>81.93</td>
<td>62</td>
<td>71.65</td>
<td>50</td>
</tr>
<tr>
<td>R110</td>
<td>1055.57</td>
<td>510.29</td>
<td>77</td>
<td>506.29</td>
<td>58</td>
</tr>
<tr>
<td>R111</td>
<td>1034.73</td>
<td>817.61</td>
<td>88</td>
<td>864.52</td>
<td>69</td>
</tr>
<tr>
<td>C101</td>
<td>827.30</td>
<td>19.25</td>
<td>87</td>
<td>12.17</td>
<td>45</td>
</tr>
<tr>
<td>C102</td>
<td>827.30</td>
<td>844.45</td>
<td>110</td>
<td>747.62</td>
<td>88</td>
</tr>
<tr>
<td>C105</td>
<td>827.30</td>
<td>30.01</td>
<td>81</td>
<td>28.27</td>
<td>70</td>
</tr>
<tr>
<td>C106</td>
<td>827.30</td>
<td>46.35</td>
<td>84</td>
<td>37.50</td>
<td>62</td>
</tr>
<tr>
<td>C107</td>
<td>827.30</td>
<td>32.27</td>
<td>74</td>
<td>38.31</td>
<td>65</td>
</tr>
<tr>
<td>C108</td>
<td>827.30</td>
<td>123.91</td>
<td>118</td>
<td>84.29</td>
<td>78</td>
</tr>
<tr>
<td>C109</td>
<td>827.30</td>
<td>317.53</td>
<td>124</td>
<td>296.89</td>
<td>101</td>
</tr>
<tr>
<td>RC101</td>
<td>1584.09</td>
<td>11.19</td>
<td>39</td>
<td>11.69</td>
<td>39</td>
</tr>
<tr>
<td>RC102</td>
<td>1406.26</td>
<td>81.63</td>
<td>56</td>
<td>85.63</td>
<td>54</td>
</tr>
<tr>
<td>RC103</td>
<td>1225.65</td>
<td>916.65</td>
<td>76</td>
<td>978.19</td>
<td>74</td>
</tr>
<tr>
<td>RC105</td>
<td>1471.93</td>
<td>41.84</td>
<td>51</td>
<td>48.00</td>
<td>50</td>
</tr>
<tr>
<td>RC106</td>
<td>1318.80</td>
<td>66.03</td>
<td>56</td>
<td>76.44</td>
<td>57</td>
</tr>
<tr>
<td>RC107</td>
<td>1183.37</td>
<td>514.70</td>
<td>68</td>
<td>524.21</td>
<td>61</td>
</tr>
</tbody>
</table>
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