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Social Content Sites 

•  Web destinations that let users: 
–  Consume and produce content 

•  Videos / photos / articles /… 
•  tags / ratings / reviews /… 

–  Engage in social activities with 
•  friends / family / colleagues / acquaintances /… 
•  people with similar interests / located in the same area /… 

•  Questions today: 
–  Understand and explore user populations on those sites. 
–  Extract useful content from user actions. 



Course Outline 

•  Nov 9th, 2016: Recommendation  
 

•  Nov 16th, 2016: Social data mining 



Last week’s outline  

•  Recommender Systems  
–  What are recommender systems and how do they work? 
–  Example application: Hotlist Recommendation on Delicious 
–  How are recommender systems evaluated?  

  
•  Recommendation challenges 

–  Well-known challenges 
–  Recommendation diversity 
–  Group recommendation 



Social Data Mining Outline  

•  Understand: Mine and explore user groups 
–  Target social content site: social rating sites and social tagging aites 

•  Exploit: Extract useful content from user actions 
–  Taget social content site: social tagging site 



Collaborative rating systems 

•  Places where users express their opinion on a content 
item in the form of a rating 

•  Of great interest to: 
–  Analysts who seek to explore users’ opinion on items 
–  End-users who seek to make choices, find similar/dissimilar users 

 



–  a set of rating records:   
     <item attributes, user attributes, rating> 

User data on collaborative rating systems 

7
Data from MovieLens 



MovieLens and IMDb 

 

 
 

 

ID Title Genre Director Name Gender Location Rating 

1 Titanic Drama James 
Cameron 

Amy Female New York 8.5 

2 Schindler’
s List 

Drama Steven 
Speilberg 

John Male New York 7.0 



MovieLens  
http://grouplens.org/datasets/movielens/ 



 

•  Define social data mining as group-based 
exploration 
–  because labeled user groups exhibit less sparsity and less noise 

than individual records 
–  because labeled groups provide new insights  

•  Group: set of rating records describable by a set of 
attribute values 

Social data mining: definition 



Example user groups 

 
•  Young people who rated Woody Allen movies 
•  Middle-aged females in California 
•  People who rated movies starring Scarlett Johannson 
•  Female engineers who rated Star Wars 
•  [25-35] year-old professionals who live in Grenoble and who 

rated movies starring Sean Penn 



 

Given a rating dataset, discover good groups 

Social data mining problem 



•  Challenges: 
–  How to express group quality? 
–  How to find groups quickly? 

•  Outline: 
–  One-shot exploration 
–  Interactive exploration 
–  Some perspectives 

Challenges and outline 



Pre-defined user groups on IMDb 



What is a good group, locally speaking? 



What is a good group, globally speaking? 
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I believe romantic 
movies are mostly 
watched by females. 

Elena   
social 
scientist 

Ratings for 
romance 
genre movies. 

females in DC 
average rating: 
4.6 

young females 
average rating: 
3.7 

male teenagers 
average rating: 
3.1 — user groups 

that cover most 
ratings  

variance: 
2 variance: 

1.5 

variance: 
3.4 



Partial lattice for the movie Toy Story 
An exponential search space 



1. An example of a one-shot formulation 
Meaningful Description Mining [1] 

 
 
 
For an input item covering RI ratings, return a set C of k groups, s.t. 
 
            description error                          is minimized, subject to: 

 
    coverage                                  ≥ α

  
  

 
      
    
 
     
  
 
 
[1] MRI: Meaningful Interpretations of Collaborative Ratings, S. Amer-Yahia, 
      Mahashweta Das, Gautam Das and Cong Yu. In PVLDB 2011. 
 



Meaningful Description Mining 
k=1  

Identify groups of reviewers who consistently share similar ratings on items 

 
 



Meaningful Description Mining 
k=3  

 
 
 

Identify groups of reviewers who consistently share similar ratings on items 



Meaningful Description Mining 

To verify NP-completeness, we reduce the Exact 3-Set Cover  
problem (EC3) to the decision version of our problem. EC3  
is the problem of finding an exact cover for a finite set U,  
where each of the subsets available for use contain exactly  
3 elements. The EC3 problem is proved to be NP-Complete  
by a reduction from the Three Dimensional Matching problem  
in computational complexity theory 



Random Restart Hill Climbing Algorithm 
k = 2 

 
C= {Male, Student} 
     {California, Student} 
 

Satisfy Coverage 

Minimize Error 



Random Restart Hill Climbing Algorithm 

 
 

Say, C does not satisfy  
Coverage Constraint 

 
 

 
C= {Male, Student} 
     {California, Student} 
 

Satisfy Coverage 

Minimize Error 



Random Restart Hill Climbing Algorithm 

 
C= {Male, Student} 
     {California, Student} 
 

Satisfy Coverage 

Minimize Error 

 
C= {Male} 
     {California,Student} 
 

 
C= {Student} 
     {California,Student} 
 



Random Restart Hill Climbing Algorithm 

 
C= {Male} 
     {California, Student} 
  

Say, C satisfies 
Coverage Constraint 

 

Satisfy Coverage 

Minimize Error 
√ 



Random Restart Hill Climbing Algorithm 

 
C= {Male} 
     {California, Student} 
 

Satisfy Coverage 

Minimize Error 
√ 



Random Restart Hill Climbing Algorithm 

 
C= {Male} 
     {California, Student} 
 

Satisfy Coverage 

Minimize Error 
√ 



Random Restart Hill Climbing Algorithm 

 
C= {Male} 
     {Student} 
 

Satisfy Coverage 

Minimize Error 
√ 
√ 



2. Another one-shot formulation 
Meaningful Difference Mining 

 
Identify groups of reviewers who consistently disagree on item ratings 

 
 



3. A third one-shot formulation 
People like/unlike me 

We call this a rating map. 



Mary’s distribution for Debbie Macomber’s 
books 
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EMD as a rating comparison measure 
 
ρ1 = [0.9, 0.025, 0.025, 0.025, 0.025] 
ρ2 = [0.025, 0.9, 0.025, 0.025, 0.025] 
ρ3 = [0.025, 0.025, 0.025, 0.025, 0.9] 



People like me/unlike me problem [2] 

Given a set of input distributions {ρ1,...,ρk}, find the 
largest distinct user groups whose distribution is the 
closest to one of {ρ1,...,ρk} (using an EMD threshold θ) 
 

–  Groups with a shorter description are preferred 
–  Large groups are preferred 
–  Groups with different descriptions are preferred 

 
 
 
[2] Exploring Rated Datasets with Rating Maps Sihem Amer-Yahia, Sofia 
Kleisarchaki, Naresh Kumar Kolloju, Laks V.S. Laskhmanan, Ruben H. 
Zamar (under review) 



Partition Decision Tree (PDT) 

•  The set of rating records can be organized in a PDT 
•  Each node is a user group with a description 



Brief sketch of algorithms 

•  DTAlg 
–  minimizes description length by finding a minimum height partition 

decision tree 
–  classic decision trees driven by gain functions like entropy and gini-

index.  

•  Random Forests 
–  splitting input dataset hurts coverage 
–  runs multiple iterations of DTAlg with different splitting attributes 

and combines trees with RF-Cluster, RF-Desc, RF-Random, RF-
Size, and RF-EMD 



1.  One-shot social exploration  
–  formulated as finding user groups 
–  whose ratings are uniform/polarized 
–  whose ratings are close to some input distribution 
–  hard problems that necessitate appropriate heuristics 

2.  Interactive social exploration 

Summary so far  



Interactive social exploration [3]  

[3] Interactive User Group Analysis. B. Omidvar-Tehrani, S. Amer-Yahia, A. Termier. CIKM 2015. 



Interactive social exploration [3]  

[3] Interactive User Group Analysis. B. Omidvar-Tehrani, S. Amer-Yahia, A. Termier. CIKM 2015. 



Some open questions 

•  Immediate: 
–  personalized exploration [4] 

•  A benchmark for evaluating interactive exploration 
–  Generic: number of steps 
–  Task-driven: offline and online qualitative studies 

 

[4] One click mining: Interactive local pattern discovery through implicit preference and 
performance learning. M. Boley, B. Kang, P. Tokmakov, M. Mampaey, S. Wrobel. IDEAS 
(ACM SIGKDD Workshop), 2013. 



•  Since analysts do not know what to look for, let’s 
examine some social data exploration instances 
–  Rating exploration  
MRI: Meaningful Interpretations of collaborative Ratings 
with M. Das, S. Thirumuruganathan, G. Das (UT Arlington), C. Yu (Google)  
at VLDB 2011 
–  Tag exploration 
Who tags what? An analysis framework  
with M. Das, S. Thirumuruganathan, G. Das (UT Arlington), C. Yu (Google)  
at VLDB 2012 
–  Temporal exploration 
Efficient sentiment correlation for Large-scale Demographics 
with M. Tsytsarau and  T. Palpanas (Univ. of Trento)  
at SIGMOD 2013 

Social data exploration instances 



Collaborative tagging system (Amazon) 



Collaborative tagging system (LastFM) 



MovieLens instances (with tags) [3] 

 

 
 

 

ID Title Genre Director Name Gender Location Tags 

1 Titanic Drama James 
Cameron 

Amy Female New York love, 
Oscar 

2 Schindler’s 
List 

Drama Steven 
Speilberg 

John Male New York history, 
Oscar 

[3] An expressive framework and efficient algorithms for the analysis of collaborative tagging. 
Mahashweta Das, Saravanan Thirumuruganathan, Sihem Amer-Yahia, Gautam Das, Cong Yu. 
VLDB J. 23(2): 201-226 (2014) 



Exploring collaborative tagging in 
MovieLens  

 

 
  

Tag Signature for all Users
  

Tag Signature for all CA Users 



Exploring collaborative tagging in 
MovieLens  

Identify similar groups of reviewers who share similar tagging behavior 
for  different items 

Male Young 

comedy, 
drama, 
friendship 
 

drama, 
friendship 
 



Exploring collaborative tagging in 
MovieLens  

Identify diverse groups of reviewers who have different tagging behavior 
for the same items 

Male Teen Female Teen 

gun, special effects violence, gory 


