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Abstract. A formal treatment to the privacy of concealed data aggregéCDA)
is given. While there exist a handful of constructions, r@e security models
and analyses for CDA are still lacking. Standard securityons for public key
encryption schemes, including semantic security and fimdjgishability against
chosen ciphertext attacks, are refined to cover the mulitlesenature and aggre-
gation functionality of CDA in the security model. A genef@®A construction
based on public key homomorphic encryption is given, aloritty & proof of
its security in the proposed model. The security of two @xisschemes is also
analyzed in the proposed model.

1 Introduction

Concealed data aggregation (CDA) in which multiple souadas send encrypted data
to a sink along a concast tree with ciphertext aggregatiofopaed en route is an
active research problem, particularly in sensor netwatk8,[10, 26]. Privacy and mes-
sage authentication are the two main security goals of C#s Work focuses on the
security model for privacy of CDA.

The privacy goal is two-fold. First, the privacy of the datsho be guaranteed end-
to-end, that is, only the sink could learn about the final aggtion result and only a
negligible amount of information about the final aggregai@utd be leaked out to any
eavesdropper or node along the path. Each node should ordykhawledge about its
data, but no information about the data of other nodes. Sktomeduce communica-
tion overhead, the data from different source nodes have &ffiziently combined by
intermediate nodes (i.e. aggregation) along the path. iesless, these intermediate
nodes should not learn any information about the final aggesim an ideal scheme.
It appears that these two goals are in conflict. As a resultetate study on the se-
curity definitions and rigorous analyses on CDA schemes acessary. While there
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are a handful of CDA constructions [1, 3, 10, 26] achievingous levels of privacy-
efficiency tradeoff, a rigorous treatment to the securifynit@ons, notions and analyses
of CDA is still lacking. This work aims to fill the gap.

While there has been a solid foundation in cryptography&hlprivate-key [23, 17,
16] and public-key [13, 20, 5, 12] encryption, a refinemenhtstandard security mod-
els is needed to cover the salient features in the CDA sartérst, a CDA scheme can
be based on private key or public key cryptography. Thahisgncryption function of
a CDA scheme could be public or private. Second, CDA is a maryne (multi-sender
single-receiver) cryptosystem while cryptosystems inlitezature are either one-to-
one [16, 13] or one-to-many [24, 8]. Third, CDA includes tlygeegation functionality
on encrypted data whose adversary model needs a new defititithis paper, we ex-
tend the standard security notions of semantic securityiradistinguishability against
chosen-ciphertext attacks to the CDA setting and analyistieg schemes [3, 26].

1.1 Related Work

Westhoff et. al gave the first CDA construction in [26, 10]déden the Domingo-Ferrer
private key homomaorphic encryption [6] and coined the terBACThe scheme al-

lows additive aggregation. Castelluccia et. al [3] congrd a stream cipher like CDA
scheme for additive aggregation. In [1], Westhoff et. alvega private aggregation
scheme for comparing encrypted data; however, the seafrihe proposed scheme is
not reasonably high. It is fair to say that, despite the erist of these CDA construc-
tions, a rigorous security model and analysis for CDA alerstssing in the literature.

1.2 Our Contributions

The main contribution of this paper is the formalization @IAC We extend the standard
security notions of encryption schemes to cover the CDA@&gtenOur security model
covers both private-key and public-key based CDA construstand takes into account
the possibility of insider attacks due to compromised seaades, as compared to [26,
10] which do not explicitly consider the threat of comproetisiodes. It also includes
the case in which the global randomness for encryption isgpifleed beforehand or
chosen by the sink and broadcast to the source nodes [3].

We also give a generic CDA construction based on any pubiichikenomorphic
encryption scheme. Provided that the underlying homorriorphcryption scheme is
semantically secure, the CDA construction achieves seowsaturity against any coali-
tion with up ton — 1 compromised nodes whereis the total number of nodes in the
systent

Based on the CDA security model proposed in this paper, wiyzmévo existing
schemes, namely, WGA [26] and CMT [3]. We show that WGA is osdgure when
there is no compromised node. Whereas, if the underlyinggesandom function fam-
ily (used for key generation) is (computationally) indigtilishable from a truly random

% In a general scenario, not all of thenodes need to report in a given slot; only a subset ofithe
nodes contribute to the final aggregate. Without loss of igdite we assume all the nodes
contribute in the aggregation in the following discussion.
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function, CMT can be proven to be semantically secure evemwiere are. — 1 com-
promised nodes. For the pseudorandom function assumptios held, it appears that
a larger modulus size is needed as compared to that usedanigiral scheme. As an
alternative, a hash variant of CMT which does not requirevisien on the modulus
size is given. Security preserves in the hashed varianiviénga uniformly distributed
input, the hash function output follows a uniform distrilout

The rest of the paper is organized as follows. We give a bnigbduction to the
notations used in this paper in the next section. The defmitif CDA and related
security notions are presented in Sections 3 and 4 respBctin Section 5, a generic
CDA construction is given. The security of two existing sties is analyzed in Section
6. We conclude the paper in Section 7.

2 Notations

We follow the notations for algorithms and probabilistiggeximents that originate in
[14]. A detailed exposition can be found there. We denote: by A(z,y,...) the
experiment of running probabilistic algorithr on inputsz, y . . ., generating output

z. We denote by{ A(z, y, .. .)} the probability distribution induced by the output.&f
The notations: «— D andz € D are equivalent and mean randomly picking a sample
2 from the probability distributiorD; if no probability function is specified fap, we
assumer is uniformly picked from the sample space. We denoté&Nlthe set of non-
negative integers. As usual, PPT denote probabilisticrpmtyial time. An empty set is
always denoted by.

3 Definitions

A typical CDA scheme includes a sinkR and a setU of n source nodes (which are
usually sensor nodes) whelle= {s; : 1 < i < n}. Denote the set of source identities
by ID; in the simplest casd,D = [1,n]. In the following discussionidr C ID is

a header indicating the source nodes contributing to anyptext aggregate. Given a
security parametek, a CDA scheme consists of the following polynomial time algo
rithms.

Key Generation (KG). Let KG(1*,n) — (dk,eky,eks,...,ck,) be a probabilistic
algorithm. Thengk; (with 1 < ¢ < n) is the encryption key assigned to source
nodes; anddk is the corresponding decryption key given to the sitik

Encryption (E). E.x, (m;) — (hdr;, c;) is a probabilistic encryption algorithm taking
a plaintextm; and an encryption keyk; as input to generate a ciphertextand a
headetdr; C ID. Herehdr; indicates the identity of the source node performing
the encryption; if the identity is, thenhdr; = {i}.

We sometimes denote the encryption functiokfy(m;; r) to explicitly show by
a stringr the random coins used in the encryption process.
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Decryption (D). Given an encrypted aggregateand its headehdr C ID (which
indicates the source nodes included in the aggregatp)fhdr,c) — m/ Lisa
deterministic algorithm which takes the decryption kigéy hdr andc as inputs and
returns the plaintext aggregateor possibly L if ¢ is an invalid ciphertext.

Aggregation (Agg). With a specified aggregation functigfy the aggregation algo-
rithm Agg ;(hdr;, hdrj, ci, c;) — (hdr, ¢;) aggregates two encrypted aggregates
¢; andc; with headersidr; andhdr; respectively (wherédr; N hdr; = ¢) to cre-
ate a combined aggregateand a new headérdr; = hdr; U hdr;. Suppose; and
c; are the ciphertexts for plaintext aggregatgsandm ; respectively. The outpuj
is the ciphertext for the aggregatémn,, m;), namelyDgx (hdr;, ¢;) — f(m;, m;).
Note that the aggregation algorithm does not need the déioryeydk or any of
the encryption keysk; as input; it is a public algorithm.

Depending on constructions, the aggregation funcfiarould be any associative
function, for instancef could be the sum, multiplicative product, max, etc.. Legera
ing on the associativity property, we abuse the notatiorhis paper: we denote the
composition of multiple copies of simply by f(m1, ma,...,m;) irrespective of the
order of aggregation and call it theaggregate omn,mo, ..., m;; to be precise, it
should be written ag (f (f(m1,m2),...), m;) with a certain aggregation order.

Itis intentional to include the description of the heatiér in the above definition so
as to make the CDA security model as general as possible (& sohemes requiring
headers in their operations). Nonetheless, generatindelhg®r including headers as
input to algorithms should not be treated as a requiremetheimctual construction or
implementation of CDA algorithms. For constructions whitthnot need headers (such
as the generic construction given in Section 5) jalt’'s can simply be treated as the
empty set in the security model and the discussions in this paperagiply.

Typical CDA Operation. The operation of CDA runs as follows. In the initialization
stage, the sinl runsKG to generate a set of encryption kefys:; : 1 < i < n} and
the corresponding decryption kel and distributes each one of the encryption keys
to the corresponding source, sa; to s;. Depending on constructions, the encryption
keysek; could be private or public, but the decryption ké¥ has to be private in all
cases.

At a certain instant, the sink selects a sulfs&t U of then sources to report their
data. Eachs; € S uses its encryption keyk; to encrypt its data represented by the
plaintextm;, giving a ciphertext;. We do not pose restrictions on whether global or
local random coins should be used for encryption. If eachcsgenerates its random
coins individually, the random coins are said to be locah&random coins are chosen
by the sink and broadcast to all source nodes, they are glGiaibal random coins
are usually public. When global random coins are used, weotlpase restriction on
the reuse of randomness despite that, in practice, eachlghidom coin is treated as
nonce, that is, used once only. The generic constructioengiv Section 5 uses local
random coins whereas the CMT scheme [3] uses a global nonce.

Usually, the source nodes form a concast tree over whichitrypted data are sent.
In order to save communication cost, aggregation is donewe to the sink whenever
possible. When a nodg in the tree receivesciphertexts, sayhrd;, , ¢;, ), . - ., (hdr;,, ¢;,),
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from its children nodés(with identitiesi,, . . . , i, € S), it aggregates these ciphertexts
along with its own ciphertexthdr;, ¢;) by runningAgg , successively. The concast tree
structure ensures that any pair of these headers have ay ertgsection. Suppose

¢y - - -, G, arethe ciphertexts for the plaintext aggregategs, . . ., m;_. The resulting
ciphertextis(hdr;, ¢;) wherehdr; = hdr;, U...Uhdr;, Uhdr; ande; is the encryption
of the aggregaté(m;,, ..., m;, , m;).

Eventually, a number of encrypted aggregates will arritb@sink which combines
them through running\gg , to obtain a single encrypted aggregag., and then ap-
plies the decryption algorithm t;,,; to get back the plaintext aggreggte. . , m;, . . .)
with s; € S. We require the CDA beorrectin the sense that when the encryption and
decryption are performed with matched keys and correctdrsaghd all the aggrega-
tions are run properly, the decryption should give backfaaggregate of all the data
applied to the encryption.

4  Security Notions

Two types of oracle queries (adversary interaction withsystem) are allowed in the
security model, namely, the encryption ora€lg and the decryption oracl@p. Their
details are as follows:

Encryption Oracle Og(i,m). For fixed encryption and decryption keys, on input an
encryption query, m), the encryption oracle retrievess encryption keyk; and
runs the encryption algorithm an and replies with the ciphertel, ., (m;r) and
its headerhdr. In case global random coins are used, the random coéme part
of the query input t@g.

Decryption Oracle Op(hdr, c). For fixed encryption and decryption keys, on input
a decryption queryhdr, c¢) (wherehdr C ID), the decryption oracle retrieves
the decryption keyik and runs the decryption algorithBh and sends the result
Dk (hdr, ¢) as the reply.

The encryption oracle is needed in the security model sineeshcryption algo-
rithm in some CDA could use private keys, for examples [3, B6tase the encryption
algorithm does not use any secret information, an adversamnyfreely generate the
ciphertext on any message of his choice without relying enatficryption oracle.

4.1  Security against Chosen Ciphertext Attacks (CCA)

To define security (more precisely, indistinguishabilagginst adaptive chosen cipher-
text attacksIND-CCA2), we use the following game played between a challenger and
an adversary, assuming there is agedf n source nodes. If no PPT adversary, even
in collusion with at most compromised node (with < n), can win the game with
non-negligible advantage (as defined below), we say the Gib&rae ig-secure’

4 It is possible that some of these ciphertexts are alreadgrtbiyption of aggregated data rather
than the encryption of a single plaintext.
5 The adversary is allowed to freely choose parameteasdt.
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Definition 1. A CDA scheme is-secure (indistinguishable) against adaptive chosen
ciphertext attacks if the advantage of winning the follggvgame is negligible in the
security parametek for all PPT adversaries.

Collusion Choice. The adversary chooses to corrdsource nodes. Denote the set of
theset corrupted nodes and the set of their identitiesshyand I’ respectively.

Setup. The challenger runkG to generate a decryption ke andn encryption keys
{ek; : 1 < i < n}, and gives the subset ofencryption keygek; : s; € S’} to
the adversary but keeps the decryption K&yand the othen — ¢t encryption keys
{ekj 185 € U\S/}

Query 1. The adversary can issue to the challenger two types of qaferie

— Encryption Query(i;, m;). The challenger responds wih, (mn;).
— Decryption Queryhdr;, c;). The challenger responds wilhyy, (hdr;, c;).

Challenge. Once the adversary decides that the first query phase isibgefects a
subsetS of d source nodes (whose identities are in thel3estich thatS\S’| > 0,
and outputs two different sets of plaintextéy = {mor : k € I} andM; =
{my : k € I} to be challenged. The only constraint is that the two resylti
plaintext aggregates, andz, are not equal where, = f(...,mo,...) and
xrp = f(,mlk,)

The challenger flips a coibve {0, 1} to select between, andz;. The challenger
then encryptseachmy,, € M, with ek; and aggregates the resulting ciphertexts
in the sef{E.\, (ms;) : k € I} to form the ciphertext of the aggregate, that is,
Dax(I,C) = x3, and givegI, C) as a challenge to the adversary.

Query 2. The adversary is allowed to make more queries (both encnypiid decryp-
tion) as previously done in Query 1 phase but no decrypti@mgoan be made on
the challenged ciphertext. Nevertheless, the adversary can still make a decryp-
tion query on a header corresponding to theS$ekcept that the ciphertext has to
be chosen different from the challenged ciphertéxt

Guess. Finally, the adversary outputs a guéss {0, 1} for b.

Result. The adversary wins the gametf = b. The advantage of the adversary is
defined asAdvy = |Pr[t/ =b] — 1|.

Note that in CDA what the adversary is interested in is therimfation about the
final aggregate. Consequently, in the above game, the adyassasked to distinguish
between the ciphertexts of twdifferentaggregates, andz; as the challenge, rather
than to distinguish two different sets of plainteXtg andM; . By picking elements for
M, and My, the adversary is essentially free to choog@andzx, . Allowing the adver-
sary to choose the two setd,, M is to give him more flexibility in launching attacks.
When an adversary cannot distinguish between the ciphsméxwo different aggre-
gates (of his choice) with probability of success non-riggly greater thari /2, this
means, in essence, he can learn no information about angeggifeom its ciphertext.

5 In case global random coins are used, the adversary is alltmahoose and submit his choices
of random coins for both encryption and decryption queepending on whether the encryp-
tion keys are kept secret, the encryption queries may or roganeeded.

7 In case global random coins are used for encryption, thdesiggr chooses and passes them
to the adversary. If aonceis used, the global random coins should be chosen different f
those used in the Query 1 phase and no query on them shoullbWwedin the Query 2 phase.



On the Privacy of Concealed Data Aggregation 7

4.2 Semantic Security

Semantic security, which is equivalent to indistinguishigbagainst chosen plaintext
attacks (ND-CPA), is defined by the same game as in the definition of securainag
chosen ciphertext attacks in Section 4.1 except that noygoahe decryption oracle
Op is allowed. Similar to the definition in Section 4.1, a CDA snie is said to be
t-secure when it can still achieve semantic security agai®T adversary corrupting
at mostt compromised nodes.

For a CDA scheme to be useful, it should at least achieve simsaturity. In the
notion of semantic security, the main resource for an adwgiis the encryption oracle
Og. In some schemes like [26, 3], the adversary may not know ticeyption keys,
meaning he might not have access to the encryption oracleeindal environment.
Nevertheless, in sensor networks, he is able to obtain tbeyption of any plaintext
of his choice by manipulating the sensing environment andring the sensed value
using his own sensors. Hence, chosen plaintext attacksilheersal threat to CDA.

4.3 One-wayness

One-wayness is the weakest possible security notion fayption. A CDA scheme is
t-secure in one-wayness if no PPT attacker, corrupting at tmosdes, should be able,
with non-negligible probability of success, to recover faintext aggregate matching
a given ciphertext. To define one-wayness more formally, aveuse the same game in
Section 4.1 except that no query is allowed and the adversarymake no choice in
the challenge phase but is given a ciphertext of a certaireggter (encrypted using
at least one encryption key not held by the adversary) anelskrecover.

5 A Generic CDA Construction

In this section, a generic construction of semanticallyuse€DA (using local random
coins) is given based on any semantically secure publidik@yomorphic encryption.
The result is not surprising but could be useful. Note thaagmmmetric key homomor-
phic encryption is used in this construction, compared éosfmmetric key encryption
used in the WGA construction [26]. An asymmetric key endiypts necessary in order
to guard against possible insider attacks from compronrisels.

5.1 Public Key Homomorphic Encryption

A public key homomorphic encryption scheme is a 4-tugi&s, E, D, A). The key
generation algorithnd G receives the security parameter as input and outputs a
pair of public and private key&k, sk). E and D are the encryption and decryption
algorithms. Given a plaintext and random coins, the ciphertext isE,(z;r) and
D (Epk(x;r)) = «. The homomorphic property allows one to operate on the ciphe
texts using the poly-time algorithm without first decrypting them; more specifically,
foranyz,y,ry,ry, A can generate fro,; (z; 7, ) andE, (y; r,) a new ciphertext of
the formE,;(z ® y; s) for somes. The operator could be addition, multiplication or
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others depending on specific schemes; for instance, it ipticdition for RSA [22] or
ElGamal [7] and addition for Paillier [21].

As observed in previous work in the literature, due to the birorphic property,
achievingIND-CCAZ2 security could be impossible for homomorphic encryptione T
notion of security againsECA1 attacks is not often considered in practical construc-
tions. Hence, semantic security or the equivalent notiofN&f-CPA security appears
to be the de facto security notion for homomorphic encryptohemes. In brief, the
IND-CPA notion can be described by the following game: in the Setwgsehthe chal-
lenger rungs G(1*) to generate a pair of public and private keys, gives the piil to
the adversary but keeps the private key. The adversaryealy &ncrypt any message of
his choice using the public key. The adversary chooses tfferelint messages., m;
and gives them to the challenger which flips a doia {0, 1} and givesE,;, (my; r) to
the adversary. The adversary has to output a geidesb and his advantage of winning
the game is defined 4&?7’[17’ =] — %] If the advantage of winning the above game
is negligible in the security paramet&rfor all PPT adversaries, then the scheme is
IND-CPA secure.

5.2 Concealed Data Aggregation from Public Key Homomorphi&ncryption

Assume there are source nodes in total. Suppose there exists a semantielly s
cure public-key homomorphic encryption sche(@eG® EHE DHE AHE) with
homomorphism on operatay. We can construct a semantically secure CDA scheme,
tolerating up ton — 1 compromised nodes, with aggregation function of the form:
f(m;, m;) = m; ® m;. The construction is as follows: (The headers are included
in the following description for completeness; they aremetded in the construction.

In fact, all theséwdr;'s are the empty set.)

Key Generation (KG). RunK G E (1) to generatépk, sk). Set the CDA decryption
key dk = sk and each one of the CDA encryption keys tode that is,ek; =
pk,Vi € [1,n].

Encryption (E). Given a plaintext datan;, toss the random coins needed fols 7
and output; = ng(mi; r;). Set the headérdr; = ¢. Output(hdr;, c;).

Decryption (D). Given an encrypted aggregatand its headehdr, run D7 using
the private keyk to decryptc and output: = DA (c) as the plaintext aggregate.

Aggregation (Agg). Given two CDA ciphertext$hdr;, ¢;) and(hdr;, ¢;), the aggre-
gation can be done using the homomorphic property of theyption scheme.
Generate; = A#®(c;, ¢;) andhdr; = hdr; U hdr;. Output(hdr, c;).

Correctness. Without loss of generality, we consider the case with only plaintext
messagesy; andm; and ignore the header part as it is always equal.tdhe corre-
sponding ciphertexts fon, andm; arec; = E/” (mi;r;) ande; = ELF (my; ;) for
some random coing, ;. If the aggregation is done usirgg as described above, the
aggregation result; should be equal t(EﬁCE(mi ® my; s) for somes. In essence,
this value isEch(f(mi,mj),s) . With the correctness property of the homomor-
phic encryption schemd)% ¥ (c;) should give backn; ® m; which is the aggregate
f(mi, my).
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The security of the CDA construction is best described byaHewing theorem.

Theorem 1. For a total of n source nodes, the above CDA construction is semanti-
cally secure against any collusion of at mast- 1 compromised nodes, assuming that
the underlying homomorphic encryption scheme is semdiyteecure. The advantage
for any PPT adversary in breaking the semantic security ef @DA construction is
bounded above by the advantage achievable (by all PPT aahies3 in breaking the
semantic security of the underlying homomorphic encrypgicheme.

Proof. It is trivial that security against — 1 compromised nodes implies security
againstt < n — 1 compromised nodes, and the advantages are related by ambnst
factor with respect to.. Hence, we consider the case with- 1 compromised nodes.
We prove by contradiction. Assume the underlying homomiarphcryption is se-
mantically secure, that is, all PPT algorithms have negleggadvantage to break the
semantic security of the scheme. Suppose there exists a RRfsary.4 which, in
coalition withn — 1 nodes, can break the semantic security property of the CDA co
struction with non-negligible advantage. We show how to 4se construct another
algorithm.A’ to break the semantic security of the homomorphic encrggtofollows:

Algorithm A’

Setup. Receive the public keyk from the challenger and pass it to theource nodes.
Allow the adversary4 to choose any. — 1 nodes to corrupt.

Query. Since no private key is needed for encryption (g query is necessary.

Challenge. In the challenge phase, receive frathtwo sets of plaintext messages

My = {m01,m02, . ,mon} and M; = {mll,mlg, R mln} . Since A has
corruptedn — 1 nodes,|My| and |M;| have to be equal ta. Computexy =
f(m01, mo2, ... ,mon) andxl = f(mll, mio,... ,mln) and outputeg, z; to the

challenger for a challenged ciphertex{Note that the constraint posed on the chal-
lenge in Definition 1 in Section 4.1 assures that~ x;.)

Guess. Let the challenged ciphertext= Ech (xp; ) for some unknown random coins
r whereb € {0, 1} is unknown. Pass as the challenge fad. WhenA outputst’,
outputd’ as a guess fdrto the challenger.

In the above simulation, the challengés generated by first aggregating the plain-
text and then encrypting the plaintext aggregate with scamelam coing-. In a real
attack, eachn,; € M, is encrypted with some random coinsand the resulting ci-
phertexts are then aggregated to generatehich in essence is the ciphertext for the
plaintext aggregate encrypted with some random ceimkose relationship with;’s is
unknown. If these;’s are independently picked at random, then the resultingom-
nesss would have the same distribution as a randomly pickédence, the distributions
of the challenge generated by the two processes are indistinguishablehér aiords,
the view of the adversary in the above simulation is essentially the same as that in a
real attack.

Let AdvGPAIND-CPA()\) be the advantage of the adversatyin breaking the se-
mantic security of the CDA construction. The advantage'{FNP-CPA()\) of A’ in
breaking the semantic security of the underlying homomiarghcryption is then:

AdU:IIE_IND_CPA()\) _ AdviDA_lND_CPA()\).
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If AdvGPAIND-CPA(}\) is non-negligible, so istdv'{FNP-CPA(X) (a contradiction). O

6 Security Analysis of Existing Schemes

In this section, we analyze two practical schemes in thealitee in the proposed secu-
rity model, and propose modifications to one of them in Sedi@.

6.1 WGA [26]

WGA uses Domingo-Ferrer's symmetric-key homomorphic gpiton as a building
block. Each source node uses the same encryptiorekegnd the sink’s decryption
key dk = ek. When there is no compromised node, if the underlying symimkey
homomorphic encryption is semantically secure, then WAAea@®s semantic security.
The analysis is straightforward. Suppose there is an aamers which can break the
semantic security of WGA. It is trivial thatl can be used as a subroutine of another
algorithm.A’ to break the semantic security of the underlying encrypB@sides, any
encryption oracle query from can be answered easily by using the query result
from the challenger of the underlying encryption schemetlver words, the view tol
in this simulation is indistinguishable from that in the Iratiack.

However, as few as one node is compromised, the adversawskihe decryption
key and can gain the knowledge of all future aggregates lypssive eavesdropping,
that is, not even one-wayness can be achieved if there ewistpromised nodes.

6.2 CMTI3]

CMT can be considered as a practical modification of the \farogoher or one-time
pad [25] to allow plaintext addition to be done in the cipbgttdomain. Basically,
there are two modifications. First, the exclusive-OR opends replaced by an addition
operation. By choosing a proper modulus, multiplicativgragation is also possible in
CMT.8 Second, instead of uniformly picking a key at random fromkeg space, the
key is generated by a certain deterministic algorithm (withunknown seed) such as
a pseudorandom function [11]. As a result, the informatimesretic security (which
requires the key be at least as long as the plaintext) in theavie cipher is replaced
with a security guarantee in the computational-complekigpretic setting in CMT.

The operation of the CMT scheme is as follows: (The desaniptbuld be slightly
different from the original scheme [3] as the procedurestuegate the encryption keys
from a pseudorandom function are filled in.) lpdbe a large enough integer used as the
modulus. Assume the key lengthisbits. Therp could be2*. Besides, global random
coins are used in CMT, that is, the sink chooses and broadagsiblic nonce to all
nodes.

In the following description, leF" = { F) } nen be a pseudorandom function family
whereF\ = {f, : {0,1}* — {0,1}*},¢(0,1}» is a collection of functions indexed
by a keys € {0, 1}*. For details on pseudorandom functions, [11] has a comprehe
sive description. Loosely speaking, given a functfgrirom a pseudorandom function

8 CMT can achieve either additive or multiplicative aggrémabut not both at the same time.
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ensemble with unknown key, any PPT distinguishing procedure allowed to get the
values of f,(-) at (polynomially many) arguments of its choice should noab& to

tell (with non-negligible advantage ik) whether the answer of a new query (with the
argument not queried before) is supplied fayor randomly picked fron{0, 1}*.

Key Generation (KG). Randomly pickK € {0,1}* and set it as the decryption key
dk. For each € [1,n], ek; = fx (i) is the encryption key for source nodgwith
identity 4.

Encryption (E). Given an encryption keyk;, a plaintext datan; and a broadcast
noncer from the sink, output; = (m; + fex, (r)) modp. Set the headeérdr; =
{i}. Output(hdr;, ¢;). Note: each- has to be used once only.

Decryption (D). Given the ciphertexthdr, ¢) of an aggregate and a nonceised in
the encryption, generatg; = fx(i),Vi € hdr. Output the plaintext aggregate
T = (C - Ziehdr feki (T)) modp.

Aggregation (Agg). Given two CDA ciphertextghdr;, c;) and (hdr;, c;), compute
¢ = (¢; + ¢j) modp andhdr; = hdr; U hdr; and outputhdry, ¢;).

How good the CMT scheme achievi¢D-CPA security relies on how good the
underlying key generation function is as a pseudorandorctiimm As a consequence,
the required modulus size is determined mainly by the paiensmef the conjectured
pseudorandom function family used, rather than the sizhefargest plaintext aggre-
gate. There are various constructions of pseudorandonidmsd18, 19, 15, 2], each of
which is based on a different computational assumption aqdires different compu-
tational resources; it is therefore difficult to evaluate #fficiency of the CMT scheme
without seeing the actual implementation. The securithef@GMT can be summarized
by the following theorem.

Theorem 2. The CMT scheme is semantically secure against any collugtbrat most
n — 1 compromised nodes, assumifly = {f, : {0,1}* — {0,1}*},c0.11r is @
pseudorandom function.

Proof. Without loss of generality, we prove the security of a modifiersion of CMT
in which each encryption key is uniformly picked froff, 1}*, compared with keys
generated by a pseudorandom function in the actual CMT seh&é/fa then provide a
justification why the inference applies to the actual CMT liempentation.

Indistinguishability Property of a Pseudorandom Function. Assumef is taken from
a pseudorandom function. Then for a fixed input argumearid and an unknown, ran-
domly picked keyk, the following two distributions are computationally istihguish-
able provided that polynomially many (sayevaluations offx (-) have been queried:

{y=fr(@):y}, {y — {0, 1} : y}.

That is, the outpufx (z) is computationally indistinguishable from a randomly @dk
number from{0, 1}* to any PPT distinguisher who has knowledge of the input argu-
mentz and a set of polynomially many 2-tuplé€s;, fx (x;)) wherexz; # z. More
formally, for any PPT distinguishép,

|Prly = fx(z) : D(x,y) = 1] = Prly « {0,1}* : D(z,y) = 1] < £())
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wheres(\) is a negligible function in\.

Suppose there exists a PPT adverdarwhich can break the semantic security of
CMT with non-negligible advantagedv$*7. We show in the following howD can
be used to construct an algorithi which can distinguish the above distributions with
non-negligible advantage. Assume the Kéyn question is unknown t®’.

Algorithm D’

Setup. Allow the adversanD to choose any. — 1 sources to corrupt. Randomly pick
n—1encryption keygk; €r {0,1}* and pass them to the adversary. Assume node
n is uncorrupted. The encryption key for nodes taken to be, the key of the
pseudorandom functioP’ is being challenged with. That i% is unknown toD’.

Query. Upon receiving an encryption quets;, m;) with noncer;, returnc; = (fekl.j (rj)+
m;) modp if i; # n. Otherwise, pass; to query the pseudorandom function to
get backfx (r;) and reply withc; = (fx (r;) + m;) modp.

Challenge. In the challenge phase, receive frathtwo sets of plaintext messages
My = {m01,m02, Ce ,mon} andMl = {mll,mlg, Ce ,mln}.
Randomly pick a numbep and output it to the pseudorandom function challenger
to ask for a challenge. Noteis the nonce used for CDA encryption in the challenge
for D. The pseudorandom function challenger flips a doim {0, 1} and returns
ty, Which is fx (w) whenb = 0 and randomly picked froni0, 1}* whenb = 1.
These two cases corresponds to the two distributions disdiebove.
Randomly flip a coind € {0, 1}, and return the challenge ciphertextto D where
Cd= Y iy ma+ Z?;ll Jek; (W) + to.

Guess. D returns its guess. Returnd” which is0 whent’ = d and1 otherwise.

Obviously, if D is PPT, thenD’ is also PPT. Denoting the expressipi}__, mq; +
Z?;ll fer; (w) by X4, the challenge passed 10 can be expressed ag = X4 + 3.
Whenb = 0, t, = fx(w); whenb = 1, ¢, is a randomly picked number frofd, 1}
In the following discussion, we denote the outputi@fon inputc, by D(c4). The
probability of success fab’ to distinguish betweeffix (w) and a random number is:

PrERE[Success) = Prb” = b
= L Prp =0|b=0]+ Pr[p” = 1|b = 1]}
— Py = ofb=0,d = 0] + Prip” = 0jb=0,d = 1]
+Prip =1b=1,d=0]+ Prt" =1|b=1,d = 1]}
= %{PT[D(tO + Xo) = 0] + PT[D(t() + Xl) = 1]
+P7’[D(t1 + XO) = 1] + P’I’[D(tl + Xl) = O]}
= %{PT[D(tO + Xo) = 0] + PT[D(t() + Xl) = 1]
+1+ PT‘[D(tl + Xo) = 1] — PT[D(tl + Xl) = 1]}
= 1{2Pr§MT[Success] + 1
—l—(P’f‘[D(tl +X0) = 1] — PT‘[D(tl +X1) = 1])}

Note that,+ X andt,+ X, are valid CMT ciphertexts for the two challenges plaintext
setsM andM, respectively. Inthe last step, we make use of the fact tiegtithbability
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of success foD to break the semantic security of CMT is given by:
1 1
ProMT [ Success] = §P7’[D(t0 + Xo) =0] + §P7’[D(t0 +Xp)=1].

Rearranging terms, we have

4PrERE [Success) = 2Pr§MT [Success] + 1
+Pr[D(t; + X1) = 1] — Pr[D(t; + Xo) = 1]
4(PrERT [Success] — 3) = 2(Pr&MT [Success) — 1).

"FPT[D(tl + Xl) = 1] — PT‘[D(tl + Xo) = 1]

Taking absolute value on both sides and substitute[ " = |PrEFF [Success] — 4
andAdvgMT = |Pr&MT [Success) — 1|, we have

2Adv i % |Pr(D(ty + X1) = 1] = Pr[D(ty + Xo) = 1]| > Advp™™.

Sincet; is a randomly picked numbeft; + Xy} and{¢; + X;} are identically
distributed. Thatis, for any PPT algorithth Pr[D(t1+Xo) = 1] = Pr[D(t1+X1) =
1]. Hence,

2AdvERT (N) > AdvGMT ().

Note also that:
‘Pr[y = fx(z): D'(x,y) = 1] — Prly « {0,1}* : D'(x,y) = 1] ’ = 2AvaRF(/\) 9

If AdvSMT is non-negligible im\, then so isAdvERF. As a result, ifD can break the
semantic security of CMT with non-negligible advantaBécould distinguish between
the output of pseudorandom functigrand a random number. Equivalentlfry =
fx(x) : D'(x,y) = 1] — Prly « {0,1}* : D'(z,y) = 1]| is non-negligible (a
contradiction to the indistinguishability property of agpslorandom function).

The above security argument applies to the actual CMT imetgation since the
view of the adversary in the above simulation is in essence the same as that inthe ac
tual CMT scheme. For each one of the 1 corrupted node, the encryption keyfig: (¢)

(1 <i < n—1)for some randomly picked master k&y/. By the property of pseudo-
random functionf k- (¢) is indistinguishable from a randomly picked key (as usetién t
above simulation game) for all PPT distinguisher algorghFor the uncorrupted node,
its output for encryption is novfy, , () instead offx (z) (with randomly picked’)
as used in the above simulation game. It can be shown by saparsitive argument that,
for fixedn and givenr, the two distributions are computationally indistinguible, that
is,

(K" {0,1}": (2, ff,, oy (@))} = {K «— {0,1}*: (2, fx(2))}.

® The derivation is as follows.
IPT[y = fx(x) : D'(z,y) = 1] = Prly — {0,1}* : D'(z,y) = 1]|
= [1= Priy = f(@) : Dl(ay) = 0] = Priy — 0.1 : D'(@.9) = 1]
1 —2Pr ¥ [Success||
=2- ’PrPRF Success] — &|
=2 AdvElRF(\)
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The argument is as follows: Assumfeis a pseudorandom function. That id, =
{K' « {0,1}* : fx:(n)} is indistinguishable fromB = {K « {0,1}* : K} for

all PPT distinguishers. If there exists a PPT distinguidhevhich can distinguish be-
tweenX = {K’ — {0,1}* : (z, ft,, () (@)} andY = {K — {0,1}* : (=, fx (x))},

we can usé) to distinguish betweed andB. The idea is when we receive a challenge
s which could be from4 or B, we sendr and fs(z) as a challenge fab. If s belongs

to A, (z, fs(z)) belongs taX, and if s belongs taB, (z, fs(x)) belongs tdY". We could
thus distinguishX from Y (a contradiction). a

6.3 A Hashed Variant of CMT

As discussed in the previous section, when pseudorandoatidus are used to gen-
erate encryption keys for CMT, the modulus size has to beseeivand the advantage
of short ciphertext in CMT is lost. In order to maintain thergaciphertext size, the
output of the pseudorandom function can be hashed down bg good hash function
h:{0,1}* — {0,1} where\ is the security parameter for the pseudorandom func-
tion and! is the size of the maximum plaintext aggregate. Instead iofyube output
of the pseudorandom function directly for encryption, itshed value is input to the
encryption algorithm. For a given plaintext;, a nonce- and an encryption key;, the
ciphertext of the hashed CMT is; = (m; + h(f,(r))) modp’ where|p’| = I. The
decryption algorithm is modified accordingly to hash thepotibf the pseudorandom
function and then subtract the hash values from the cipkterte

Requirement on the Hash Function. In order to preserve semantic security for the
hashed CMT scheme, the hash function {0,1}* — {0,1} needs to satisfy the
following property:{t < {0,1}* : h(¢)} has a uniform distribution ove0, 1}".

We can actually viewh as a length-compressing function which matches the out-
put length of a pseudorandom function with the size of the mhaglin use. While the
idealized hash function in the random oracle model is sefficto fulfill the above
mentioned requirement, it is probably more than necessary.

Note that for an ideal pseudorandom function familymight simply be imple-
mented by truncating the pseudorandom function output tbdimodulus size. How-
ever, to take into account of the imperfectness of the camjed pseudorandom func-
tion families used in practice, it could be preferable if fs@udorandom function out-
put is divided into small segments which are then combinethking exclusive OR.
Of course, the output size of the pseudorandom function dtnde ta multiple of the
modulus size to implement this approach.

Security of the Hashed CMT. Only a few modifications to the security proof in Sec-
tion 6.2 are needed in order to prove the security of the lthgaeant.

First, in the algorithmD’, all cipertexts are now generated using the hashed val-
ues of the pseudorandom function outputs or replies fronckiaienger ofD’. With
such changes, we now denote the expressign, maq; + Z;:ll h(fer, (w)) by X4. Of
course, the modulus size would bimstead of\.
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Second, the challenge passediavould be:c; = X4+ h(tp). Then the derivation
for the advantage expressions is essentially the sametdeitiaEMT.

Third, the security proof of CMT relies on the fact tHat « {0,1}* : ¢; + X}
and{t; «— {0,1}* : t; + X;} are identical distribution. On the contrary, to prove the
security of hashed CMT, we need the following distributibmbe identical:

{t1 « {0,1}* : h(t1) + Xo}, {t1 < {0, 1} : h(t1) + X1 }.

If h fulfills the requirement mentioned above, thign « {0,1}* : h(t;)} is the uni-
form distribution over{0, 1}!. Consequently, the above two distributions are identical.
This thus conclude the proof that hashed CMT is semantisaltyre.

The modification of the hash variant of CMT shares similasitwith the hashed
Diffie-Hellman scheme to get rid of the group encoding problé, 9] in the algebraic
group used. While the hash function has to be modeled as @mandacle in order
to prove the security of the hashed Diffie-Hellman schemee stcurity proof of CMT
applies to the hash variant of CMT without relying on the ramdoracle model. The
main reason for the difference is: in the security proof fog hashed Diffie-Hellman
scheme, the random oracle is used for answering queries tiettryption oracle, while
in hashed CMT, no decryption oracle access is allowed ing¢berity model as we only
prove hashed CMT achieves semantic security.

7 Conclusions

In this paper, we give a rigorous treatment to the CDA problglore specifically, we
extend standard privacy notions to cover the CDA scenarigiwis a multiple-sender
cryptosystem and supports aggregation. We also give aigelieA construction based
on any semantically secure public key encryption schemeank that it achieves se-
mantic security. Besides, we analyze the security of twet&g constructions, namely
WGA and CMT, in the proposed model. We also propose a hash&@hvaf CMT to
achieve security and efficiency simultaneously. As futuecelywe will study security
model for aggregate authenticity; however, secure vessidrthe natural extension of
MAC [2] (supporting message aggregation) may not exist. rEason is that if such a
MAC scheme exists, it can be used to construct, from any stcadlp secure CDA, an
IND-CCAZ2 secure CDA (which may not be achievable).
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