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Network Adaptation
® Q0S management
Oe.g. delay or bandwidth

® DiffServ, IntServ
® Pros:

OGuaranteed quality (statistically with DiffServ)
® Cons:

OQoS is supposed to be supported by the network.
This is rarely the case!
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Application Adaptation
Adapt to:
® Bandwidth

OCongestion Control and rate regulation
® Delay Jitter

OBuffering
® Error and Losses

ORetransmissions, ARQ

OFEC, unequal protection

AppLlauvl Adaplationn

CeonBei e o MEM Yulation

QVideo quality adaptation
QOSet encoding rate when encoding on the fly

OReduce/improve video quality thanks to video
scalability/FGS

OTranscoding

OSwitch between different preencoded videos or
choose different video group

OFEC ratio adaptation
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Application Adaptation (ARQ)
® Automatic Repeat Request (ARQ)

Qask for non received frames
Oto the source
Oto neighbors

OSend NACKs

® Variant: Pseudo-ARQ
ORequest a redundant stream in case of losses

Application Adaptation (FEC)

® FEC (Forward Error Correction)
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QDifferent FEC schemes and codes exist
QCountermeasure to losses

OBut more FEC = higher Bandwidth consumption
= more losses ... find a balance!

Applucauol Adapiauon \rev -

UIE_E) Unequal Error Protection (UEP)
OSome parts of the video are more important than
others
Qi.e. |- versus B-frames
OBetter protection of important parts of the stream
than the rest

Applcauvl Adaplauonr (\rev -

Ug’ggiﬁcaﬂon according to importance of data

OScalable coding:
OBase layer > 1st enh. Layer > 2nd enh. Layer > ...
ONon-scalable coding (Within one GOP):

Ol-frame > first P-frame > second P-frame > ... > B-
frames

QOl-frame > all picture headers > MB headers > MV data
>VLC codewords

Ol-frames > picture headers > beginning of frames >
end of frames

® Unequal protection follows this classification

AppLueauvl Adapiauon \(rev -

Ugmle of UEP code:
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O Here MDS code (e.g. Reed-Solomon)
O Most important data is: 1, 2, 3 (n/k=2)
O Less important: 27 — 32 (no FEC, n/k=1)
® Other solutions exist (RCPC, unequal protection with
LDPC, ...)
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Unicast

® Feedback to server
ORetransmission request
OReports (loss rate, video quality, ...)

streaming server

Often: RTP

client

Unicast

® Adaptation of the video according to feedback

OPreencoded video:
OAdapt FEC ratios
OAdd/drop quality if scalable compression
OsSwitch between different preencoded videos
OTranscode

OOn the fly encoding:
OAdapt video encoding rate
OAdapt FEC ratio

Unicast
® One session per client

streaming server

® Cons:

ORequires lots of processing and big access link on
server side

ONot scalable!
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viuliuaclast = OCI1IUCL vadCu

%EPJ&E%I% adaptation of the video (similar

to unicast approach)

streaming server

® Unicast feedback
OAggregation at source (possible feedback implosion!!)




viuliucdst = OCHUCL UddCU

app&%%&bg‘% adaptation of the video (similar

to unicast approach)

Internet

streaming server
® Aggregated feedback

OAggregation at routers/intermediate nodes
Ohas to be supported by routers/intermediate nodes !

viuluucdst = DCIIUCL UddCUu

app&%%@b% adaptation of the video (similar

to unicast approach)

Internet

strea.ming server

® Aggregated feedback

OHow to aggregate: Consider fastest/slowest or avg.
client? Or are there other ways to aggregate?

viuliucdast = OCI1UCL UddCuUu

a@&%&hﬁ%ack control for multicast video

distribution in the Internet
OBolot, Turletti, Wakeman, SIGCOMM’94
OFeedback control mechanism

Osimilar to probabilistic feedback technique

» Sender: Probabilistic polling mechanism with
increasing search scope (TTL)

» Receiver: Randomly delayed reply scheme

OHere:
» Receivers/sender generate random keys every cycle
» Sender: sends out a random key

+ Receiver: responds if last n bits in key matches (if
n=0 all receivers can respond)

« If no responses (within a timeout) decrease n
« If enough responses restart a new cycle

viuiuacast = OCI1IUCL UdadCUu

%BPQQ@&E%back control for multicast video

distribution in the internet... (cont’)

ORTCP feedback contains:

ONetwork state: UNLOADED, LOADED or
CONGESTED

ORTT
OAction of Sender due to feedback:

Qadapts to the worst network state (for example by
in/decreasing video bandwidth)

OAdapt timeout to maximum RTT

viuliucldast = OCI1IUCL vadadCu

mpglggscthgt?lutions has the following

properties:

® Pros:
OlLess server load than unicast approach
OCan address more clients than unicast solutions
® Cons:
O is limited in terms of number of users
Ofeedback
Qintermediate nodes may be needed for aggregation
ONo heterogeneity support

Osource considers an aggregation of all clients
capacities
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viulrucdst — NCCCLVCL UddCU

SRBEOABHES 0 server

streaming server
® Adaptation only on receiver side
Qe.g. add/drop video quality (through video layers)
Qe.g. add/drop FEC
Oe.g. retransmission request to neighbor receivers

Oe.g. «retransmission» through FEC or delayed
data streams

IvVIuICdst — RCCCIVET DASCU

apRrenehss LREMRfadicast

(RLM)/Receiver-driven layered congestion
control (RLC)

ORLM: McCanne, Jacobson, SIGCOMM’'96
ORLC: Vicisano, Crowcroft, Rizzo, INFOCOM'97

OSender transmit stream in multiple layers
QOEach video layer is sent to a separate multicast
group

OSee part 3

IVIULLICASL — KCCCIVET DASCU

abproaches (RLM/RLC)

streaming server
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> Enh. video layer 2
""""" > Enh. video layer 1
— Base video layer

IVIUILICdSL — KRCCCIVET DASCU

@RI?SQ gm%l@w%g&sheaming:

OUnlimited scalability
OAddresses clients heterogeneity

OBandwidth adaptive
OBut only in a limited manner...

IVIULLICAdSL — KCCCLIVCIL DASCU

m%%%?]&iﬁﬂﬁkwggég:gtreaming:

ORLM and RLC suffers both of periodic losses and
periodic congestion

OFrequent changes of video quality
QVideo quality is strongly linked to network load

OQuality adaptation and bandwidth adaptation
dependent of the number of video layers

OlLayered video difficult to achieve!
QOften only one enhancement layer is available

® Conclusion: Academic approach with many
practical limitations

IVIUIUCdSL — KRCCCIVCT DASCU

ghpfqaches (LVMR)

OLi, Paul et al, NOSSDAV'97
O« Extension » of RLM
OReceivers can ask neighbors (designated
receivers DR) for lost packets
OAdaptation to network congestion and
heterogeneity using Hierarchical Rate Control
OManagement of shared information (cf. RLM) is done
by each agent
OReduces overhead traffic
O Agents and Designated Receivers have to be
deployed within the network




IVIULLICASL — RCCCIVET DASCU

ahprqaches (LVMR)

Retransmission

> Enh. video layer 2 %

* Enh. video layer 1
" Base video layer

IvVIuICdst — RCCCIVET DASCU

psogehssd L VMR)

OAddresses clients heterogeneity
OBandwidth adaptation
OBut only in a limited manner...
QVideo quality is more stable than with RLM/RLC
ODoes not rely on any QoS mechanism or other
components in the network
Olmmediately deployable

IVIULLICASL — KCCCIVET DASCU

Rrashemkl VMR)

OLimited scalability
ONeighbor are not necessarily available
QVideo quality is still linked to network load
OBut less than in RLM
OsStatically designated DR and agents, makes this
approach difficult to deploy
OQuality adaptation and bandwidth adaptation
dependent of the number of video layers
OlLayered video difficult to achieve!
QOften only one enhancement layer is available

® Conclusion: Academic approach with many
practical limitations

IVIUILICdSL — KRCCCIVET DASCU

RRAASARH(P-ARQ)

OChou et al, Communication Theory Workshop’99
OSender transmits stream in multiple layers
QEach layer is sent to a separate multicast group
OSender transmit additional delayed streams on
separate multicast groups

Opure data (Pseudo-ARQ) or FEC (Hybrid FEC/Pseudo
ARQ)

OReceivers listen to as many layers/groups as
possible
OlListen to delayed groups if losses occurs to
reconstruct lost packets
Qcorresponds to the retransmission request

IVIULLICAdSL — KCCCLIVCIL DASCU

appreaches (P.ARQ)

elementary

1st delayed
source stream

2nd delayed
source stream

® Hybrid FEC/Pseudo ARQ

elementary
source stream

elementary
FEC stream

1st delayed
FEC stream

2nd delayed
FEC stream

IVIUIUCdSL — KRCCCIVCT DASCU

D593ehes (8 XRBQ)

QOUnlimited scalability
OAddresses clients heterogeneity
OBandwidth adaptation
OBut only in a limited manner...
QVideo quality is more stable than with RLM

ODoes not rely on any QoS mechanism or other
components in the network
Olmmediately deployable




IVIULLICASL — RCCCIVET DASCU

aeRraghes (B-ARQ)

QVideo quality is strongly linked to network load

OQuality adaptation and bandwidth adaptation
dependent of the number of video layers

® Conclusion: Good potential

IvVIuICdst — RCCCIVET DASCU

PRUQANEI SN2 over ALC (svSon)

ONeumann, Roca, INRIA Research Report 4769

ORely on ALC and associated congestion control

OPartition video into segments of constant duration
QOFor each segment, there is a video block per video
layer
OTransmit each block as a file
QUse adistinct ALC session
OTransmit each segment in on-demand mode
OReceive the most important video block first
QOGet only one video layer at a time
OReceive higher video layers only if time is left

IVIUILICASL — RCCCIVCT DASCU

ﬁl%l?fé&chgér(d%y%‘&é%n one video layer

on one ALC session

IVIUILCdSL — KRCCCIVCI DASCU

m%chﬁ%c(g\k]fs r%é‘é)ve only one video

layer at a time
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IVIULLUCASL — KECEIVET DAsSeU IVIULLICASL — KECEIVET DAseU
IRREORFAGS (S VS0A) IRFAFAGE RV S0A)
OUnlimited scalability (thanks to ALC) OPseudo real-time streaming

OAddresses clients heterogeneity (thanks to ALC)
OTCP-friendly Congestion Control (thanks to ALC)

QO Independently of the number of video layers
OSmoothed video quality
OEven in presence of long bursts of losses
Olndependently of network load
ODoes not rely on any QoS mechanism or other
components in the network
Olmmediately deployable

QOOne minute delay

QSuited for non-interactive videos or TV-program
distribution... but not for video-conference...

® Conclusion: Promising approach for non-
interactive streaming built on standardized
protocols

® SVSOA - Future work
OUnequal FEC protection for unscalable videos
OReduce startup latency




viulrucdst — NCCCLVCL UddCU

HDPLYARES utions has the following

properties:

® Pros:

OUnlimited scalability
Ono feedback
Olow server load
OAddress heterogeneity of clients

OEvery client chooses the quality adapted to its
capacities

® Cons:
ODepends on the proposal
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Multicast — Hybrid approaches
® Hybrid approaches have two features:
Orely on feedback
Operform both source and receiver adaptation

® Three proposals:
ODSG
OSAMM
OSARC

viuiulast — 11y vlid approaciics

‘Qé%ﬁ;tion Set Grouping (DSG)

OCheung et al, INFOCOM'96

OServer streams the same video on different video
streams, each targeted at receivers with different
capabilities

OQlntra Stream Protocol:

OEach stream is feedback controlled, to adjust data
rate within prescribed limits
« Using a probabilistic feedback technique (cf.
«Scalable feedback control for multicast video
distribution in the internet »)
Olnter Stream Protocol:

OReceivers move among the streams as their
(network) capabilities change

lviuiucast — 11y uvlid approaciicd

‘Qégﬁgtlon Set Grouping... (cont’)

Intra I‘Q

High Quality Stream
Protocol \
Medium Quality
Low Quality

lviuiuclast — 11y uvlid appiroaciics

‘Qéﬁgtion Set Grouping... (cont’)

Internet

CHEEE |

streaming server

> Group 3 (low quality)
> Group 2 (avg. quality)
— Group 1 (high quality)

5P




vViuiicdst — riyoria dpprodcnces

V2R ose:

ONo assumption on video coding scheme
OAddresses heterogeneity

® Cons of DSG:
ODuplicated traffic

QLimited number of receiver sets
Olimits heterogeneity support

® Conclusion: good, realistic approach

lviuluclcdast — 11y olid approaciicd

‘%Mptive multi-layered multicast
(SAMM)
OVickers et al, ACM Transactions on Networking’99

OAssumes scalable video coding
QVideo dynamically adapted according to the
aggregate feedback :
ONumber of layers
ORate of layers
OFeedback is generated by:

Q1st solution: Network intermediate nodes that
monitor network state (network-based SAMM)

QO2nd solution: Receivers (end-to-end SAMM)

lviuiuclast — r1yuvlid approaciicd

%Méont’)

ORelies on feedback mergers within the network

@ Source

[] Router

O Receiver

O Stand-Alone Feedback Merger
[] Router with Feedback Merger
O Receiver with Feedback Merger
—= Data Path

=---- Feedback Path

viuiulast — 11y vlid approaciics

%M?cont’)

Oend-to-end SAMM: Receivers estimates
supported rates by analyzing losses
OFeedback contains
Olist of rates requested by receivers
Othe number of receivers requesting it
OFeedback mergers adapt this list to the maximum
number of layers supported by the encoder by
merging rates that are close if necessary
QOThe sender adapts the number of layers and their
rates according to the list of rates in the feedback
messages

lviuiucast — 11y uvlid approaciicd

%MM&M M:

OHeterogeneity well addressed

® Cons of SAMM:
Qlntermediate nodes needed

OSpecial video codec needed
Obandwidth adaptation of video layers

® Conclusion: Academic approach with many
practical limitations

lviuiuclast — 11y uvlid appiroaciics

‘%‘écﬁgaﬂannel Adaptive Rate Control

(SARC)

QVieron, Turletti, Salamatian, Guillemot, EURASIP
Journal on Applied Signal Processing, 2004

OAssumes FGS video coding
QVideo dynamically adapted according to the
aggregate feedback :
ONumber of layers
ORate of layers
OLevel of protection of layers
OFiltering mechanism based on a clustering
algorithm to classify/aggregate receivers
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‘%‘g‘l'«l%(.:.)(cont’)

ORelies on managers and aggregators within the
network

QThis aggregator tree hierarchy keeps the feedback
traffic under 5% of the overall traffic

Aggregator AA—level

Receiver only

lviuluclcdast — 11y olid approaciicd

%Q)(cont’)

OFiltering mechanism: Aggregators receive RTCP
reports from the lower hierarchy level (instead of
multicast RTCP)

ORTCP Reports (loss rate, TCP-Friendly rate) are
aggregated into clusters (the nearest neighboring
clustering algorithm is used)

QClustering of similar reception behaviors into
homogeneous classes

OFeedback information for each cluster:

OLoss rate

OBandwidth limit

ONumber of receiver within a given cluster
OSender adapts FEC, number and bandwidth of

layers according to feedback

lviuiuclast — r1yuvlid approaciicd

%&@ARC :

OHeterogeneity well addressed
OScalability

OFeedback generated with high frequency, even
with large groups

® Cons of SARC :
Olntermediate nodes needed
QUses non-standard RTCP extensions

® Conclusion: Good solution, but requires FGS
coding
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Network components
® Four proposals:
ONetwork Proxies
OTranscoders
OContent Delivery Networks (CDN)
OMDC & CDN/P2P

Network components

® Network Proxies
QO Distribution of the video within the network (network cache)
O Repartition of network load

QO Repartition of server load
O Mainly for Video-On-Demand

o Proxy
content server Request video
® 1st request of video (1st time)




Network components

Request video
(2nd time)

content server
® 2nd request of video

Network components

® Transcoders
O Adapt the video to the capabilities of the receiver
QDecode then re-encode
OComputationally expensive
QO Have to be present throughout the network
Q Can be coupled with proxies

o ey =7
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L Transcoder %

Streaming server

Network components
® Content Delivery Networks (CDN)

OProvides all the required mechanisms
OsServer placement problem
» Where should the servers be placed on the network?
QOn which server should each piece of content be
replicated?
QOCache all the video (requires significant amount of
storage), or only parts of the video?
OFor each request, where is the optimal server to
direct the client to for delivery of the content?
OsStreaming sessions are long
+ midstream hand-off from one server to another are
often required

MDC & CDN/P2P
® MDC & CDN/P2P
OMDC streams distributed across the edge servers
of the CDN
QClient requests a stream:

OServers streams simultaneously complementary
descriptions on different paths

content server

server

MDC & path diversity
® MDC combines well with path diversity

OLosses on two paths are likely to be uncorrelated
O... unless losses take place on the last router

® Another example: Peer-to-peer-streaming

MD 1

peer 3
MD 2

peer 2




