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Abstract : This paperaddresseshe problemsof routing
datagramgo nodeslocatedin an IPv6 mobile network. A
mobile network is a network that is changingits point of
attachmentlynamicallysuchas a network deployedin an
aircraft, a boat,or a car The IETF Mobile-IPv6 protocol
thathasbeendevelopedto supportmobile nodes is unable
to supportmobile networks efficiently. In fact, we shov
thatMobile-IPv6would not scaleandwould introducesome
authenticationproblems. This paperproposesa solution
that combinesmulticastrouting with Mobile-IPv6 to sup-
port mobile networks in the Internet.
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1. Introduction

Mobile-IPv4[13] and Mobile-IPv6 [4] have introduced
mobility supportfor IPv4 andIPv6 [3] nodesrespectiely.
The purposeof mobility supportis to provide continuous
Internetconnectvity to mobile nodes. Mobile-IP is a so-
lution to supportmobile nodes but doesnot handlemobile
networks.

Therearesituationswhereanentirenetwork might move
andattachto differentplacedn thelnternettopology In this
paper we referto a network asa setof nodesthat sharethe
samdP prefixandthatareattachedo theInternetthrougha
singleborderrouter We referto a mobile network asa net-
work whoseborderrouteris dynamicallychangingts point
of attachmento the Internetandthusits reachabilityin the
IP topology Theinternalarchitectureof amobile network is
preseredwhile it is roaming.As such,nodesin the mobile
network donotmovewith respecto theothersandshouldnt
take partin mobility management.

Applications of mobile networks include networks at-
tachedo people(PersonalAreaNetwork or PANs) andnet-
works of sensorgdeployed in aircrafts, boats,cars, trains,
etc. As an exampleof a mobile network, we could imag-
ine that an airwayscompairy providespermanenbn-board
Internetconnectvity. This allows all passenger® usetheir
laptopsto connecto remotehosts downloadmusicor video
from ary provider, or browsethe weh The Internetcould
also be usedto exchangeinformation betweenthe aircraft
and air traffic control stations. This scenariohasalready
beeninvestigatedby Eurocontrol(EuropeanOrganization
for the Safetyof Air Navigation [14]). During the flight,
the aircraft changests point of attachmento the Internet
andis reachabley distinct IP addresseswnedby distinct
Internetserviceproviders. This scenarigjustifies that mo-
bile networks may be of a big size, containinghundredsof
hostsandsereralroutersandmayattachto very distantparts
of the Internettopology Moreover, it shavs that we face
two distinct levels of mobility, nodemobility and network
mobility, sincelaptopsownedby passengerarethemseles
mobile nodes visiting the aircraftmobile network.

A mobile network attachesto the rest of the Internet
throughits borderrouter which we refer to as the mobile
network gateway (MNG). Points of attachmentare called
foreign gateways (FGs). We also call mobile network
node (MNN) arny hostor routerlocatedwithin the mobile
network and correspondent node (CN) ary external node
correspondingvith someMNN of this mobile network (see
figure 1 for the terminology). Then,all datagramsentbe-
tweenCNs andMNNs necessarilyransitthroughthe MNG.

Although the designersof Mobile-IPv4 claim that
it could support mobile networks equally as mobile
nodes ([13] sectiord.5,[12] section5.12,[15] section11.2),
we arguethatthisis nottrue for Mobile-IPv6, which there-
fore requiressome changesin the specification. Indeed,
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Figure 1. Terminology for Mobile Networks

we have carefully studiedthe adequag of Mobile-1Pv6 for
supportingmobile networks and we cameto the conclu-
sionthat someminor changesvould allow Mobile-IPv6to
supportthem, but not optimally. As we will show in sec-
tion 3, scalabilitybecomesa moreimportantissuefor mo-
bile networks comparedto mobile nodes. As the mobile
network may contain hundredsof nodes,eachcommuni-
cating with several peers,the questionsof locating, opti-
mal routing and signaling overload are significantly more
important. Slightly enhancingthe Mobile-IPv6 specifica-
tion for supportingmobile networks would not provide opti-
malroutingwithout overloadingthe network with signaling.
Moreover, Mobile-IPv6wouldn’t handleauthenticatiorcor-
rectly. We thereforeproposesomeimportantenhancements
and modificationsto the currentspecification. Thoseen-
hancementdo not questiortheintrinsic featuresof Mobile-
IPv6. Our Mobile-IPv6 extensionsarebasedon IPv6 mul-
ticast capabilities. The currentcareof address of the mo-
bile network is deliveredto a multicastgroupformedof all
CNs interestedn gettingthe Binding Updates. We do not
describethe mechanismdor joining, leaving and sending
datato a multicastgroup. We will rely on IPv6 multicast
featurescurrentlybeingdevelopedin the InternetEngineer
ing TaskForce(IETF).

This paperis structuredas follows: section2 reviews
the Mobile-IPv6 protocolfor mobile nodes. Section3 ex-
plains why Mobile-IPv6 is unableto supportmobile net-
works. Section4 describesour approachfor limiting the
signaling bandwidthconsumptionand also discussesup-
port of mobile nodes visiting a mobile network. We then
evaluateour proposaln section5 andfinally, section6 con-
cludesthis paper

Figure 2. (1) Registration with the home agent
and (2) first datagrams between correspon-
dent nodes and mobile nodes in Mobile-IPv6

2. Review of Mobile-1Pv6 for mobile nodes

Mobile-1Pv6 [4] is a work in progressin the IETF, of-
fering supportfor IPv6 mobile nodes. Althoughiit is not
yet standardizedevery IPv6 nodeis requiredto imple-
ment Mobile-IPv6, which meansthat mobility is oughtto
bewidely supportedn IPv6.

Mobile-IP relieson a two-tier addressingscheme. The
mobile node (MN) usesa permanentiome address M Ny,
asan identifier, anda careof address M N.,,, asarouting
directive. When roaming, the MN detectsits movement.
Then,it obtainsa new careof address M N,,, on eachsub-
sequentforeign link it visits using either stateles§16] or
statefulDHCPv6 AddressAutoconfiguration[1]. The mo-
bile node mayown several M N, atarytime, oneof which
is selectedasthe primary M N.,,. The MN hasto register
the binding betweenits home address M N;, andthe pri-
mary M N.,, with the home agent (HA) which is a special
routeron the home link ableto interceptandredirectdata-
gramsintendedto the MN (figure 2). This is performedby
meansof a Binding Update. The Binding Update is a data-
gramcontaininga Binding Update Option which carriesthe
M N, (unlesst is alreadyrecordedn thelP headesource
addresdield), anda Home Address option which specifies
the M N;, usedasa permanentdentifier of this MN. The
Binding Update and the Home Address options are con-
tainedin an IPv6 Destination extension header. All data-
gramscarryinga Binding Update option mustalso contain
an AH [5] or anESP [6] extension header usedfor authen-
tication. Receving the Binding Update, the HA usesgratu-
itousNeighborAdvertisemenmessagefL0] to interceptall
datagramsntendedfor the MN andthenencapsulatethem
to thecurrentM N, (figure3).

At thismomentthe MN maywantto provideits primary
M N_,, toits correspondent nodes (CNs) to avoid triangu-
lar routing via the HA betweerthe CN andthe MN. This is
doneby meansf periodicBinding Updates, whichmightbe
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Figure 3. Optimal Routing to mobile nodes in
Mobile-1Pv6

piggybacledin payloaddatagram®r sentalonein separate
pacletscontainingno payload. The datagranmustinclude
aBinding Update option, aHome Address option andanAH
or an ESP extension header. At receptionthe CN authen-
ticatesthe datagranusingthe AH or ESP header andthen
sendgheforthcomingdatagramslirectly to the M N, us-
ing anlPv6 Routing extension header containingthe M Ny,

In orderto bypassingressfiltering andto be identified
by upperlayer protocolsat the destination the sourcead-
dressof payloaddatagramssentby the MN is setto the
M N, While the M N;), is insertedn a Home Address Op-
tion of the Destination extension header.

3. Mobile| P and Mobile Networks

Fromthe routing perspectie, distinctionbetweemodes
is only necessaryor routinginsidethe network. Fromout-
side,a network canbe virtually percevedasa singlenode
(the borderrouter MNG) with one addresgor prefix) and
n interfacesattachedo it. Accordingto this obsenation,
the Mobile-IPv4 specificationproposesto supportmobile
networks as standardmobile nodes (see[13] section4.5).
The mobile node is the borderrouter MNG of the mobile
network. It hasa permanentome address M NG;, and
getsa new careof address M NG.,, at eachsubsequent
point of attachmenandsendsa Binding Update to its home
agent HG! (figure 4) to instructit to interceptall datagrams
intendedfor its MNNs which necessarilyransitthroughthe
MNG (figureb).

Mobile-IPv6 and Mobile-IPv4 with Routing Optimiza-
tion [11] could in theory supportmobile networks simi-
larly asin Mobile-IPv4. However, although mentioned
in the Mobile-IPv4 specification the currentspecifications

1in orderto avoid confusionwith the home agent of a mobile node,
subsequergaragraphgeferto thehome gateway (HG) asthehome agent of
amobile network.
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Figure 4. Mobile Networks in Mobile-IPv4 -reg-
istration

of Mobile-IPv4 with Routing Optimization and Mobile-
IPv6 doesnt mentionthemarymore.

Obtaininga nev M NG.,, and requestingthe HG to
redirecton the way datagramsntendedfor MNNs doesnt
require modificationsin the Mobile-IPv6 specificationas
this could be doneindependentiyfor a hostor for a router
Since datagramsintendedfor a MNN necessarilytransit
throughthe MNG, the HG easilyclaimsto bethe MNG and
redirectthemto the M NG, usingencapsulation.

However, the emissionof Binding Updates to CNs does
not allow Mobile-IPv6to supportmobile networks aseasily
asin Mobile-IPv4. This is particularly true becauseBind-
ing Updates are sentby the mobile node itself, and not by
the HA asin Mobile-IPv4 with Routing Optimization. Re-
gardingthe emissionof Binding Updates to CNs, it makes
sensethat the node which is assignedhe M NG.,, also
sendsBinding Updates. As aresult,the MNG would senda
Binding Update on behalfof its MNNs, which hasthebene-
fit of hiding mobility of the network to the MNNs andfrees
themfrom any mobility managemenDoing sowhile keep-
ing MNNs out of any mobility managemenivould require
thatthe MNG tracksthe CNs of the MNNs andsendsthem
Binding Updates. As we have seerin section2, Binding Up-
dates could be piggybacledin datagramsentby MNNSs, or
sentin specialpurposedatagramsin ary case thosedata-
gramsrequireauthenticationPiggybackingcannotbe done
by the MNG without rewriting the AH or ESPheademhich
may be present.SendingBinding Updates in separatelata-
gramsrequiresthat the MNG usesthe samesecurityasso-
ciation asthe MNN so thatthe CN acceptsto senddata-
gramsto the MNN via the M NG.,,. Both scenariogio not
complywith IPv6 recommendationsincenoheadergutthe
Routingextension(undersomeparticularconditions)canbe
rewritten by routersalongthepath.We couldthink of mech-
anismsthat would allow the MNG to authenticatetself as
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Figure 5. Mobile Networks in Mobile-IPv4 -
data transmission

oneof its MNNs. But, althoughthe MNG andits MNNs are
likely to trusteachotherandadoptthe sameadministratve
policy, it is not desirableto misleadthe recipientssince,as
statedn Mobile-IPv6,nonodeis authorizedo sendBinding
Updates on behalfof a mobilenode[4, section10.8].

To avoid theseconstraintsye may neverthelesgonsider
thatMNNSs directly sendBinding Updates to their CNs. This
solutionrequiresamechanisnto distributethe M NG, to
all MNNs. They would consequentlyake partin mobility
managemen T his approachs quiteadvantageousincethe
processof sendingand authenticatingBinding Updates is
left unchanged Binding Updates could be piggybacled or
sentaloneandareauthenticateéiscomingfrom the MNNSs.
On the otherhand, it requireschangeof the Mobile-IPv6
mobile node operationasMNNs do not needto performthe
tasksof obtaininga careof address and registeringit with
someHA andpreviousattachmenpoint.

As we cansee bothapproachebave dravbacksandne-
cessitatechangesn the Mobile-IPv6 specification. More
importantly periodicBinding Updates aresentto eachCN.
As mobile networks may containhundredsof nodes,each
communicatingwith several peers,the numberof CNs is
growing with the size of the mobile network andis likely
to be very large. In this situation,the emissionof Binding
Updates to a large numberof CNs would causea Binding
Update explosionasshavn on figure 6. We alsonotethat
CNs aremisledby the origin of Binding Updates. As they
may be communicatingvith severalMNNsin the samemo-
bile network, they would redundantlyrecorda binding con-
tainingthesameM NG, for eachMNN.

Since the issue of optimal routing betweenCNs and
MNNs cannotbeleft asidefor mobile networks, we seethat

Binding Update
with mapping
MNG , -> MNG

coa

Figure 6. Binding Updates explosion

theintrinsic mechanism®f the currentMobile-1Pv6 speci-
fication arenot ableto supportmobile networks andwould
potentiallycauseanimportantwasteof bandwidthresources
andprocessingpower. Simply updatingthe specificatiorfor
supportingmobile network would leadto a Binding Update
explosion anda hackin the authenticatiorof theseBinding
Updates. We thereforeconcludethatmajor changesrere-
quiredin the specificatiorfor efficiently supportingmobile
networks.

Beforegoing ary further, we shouldidentify somecon-
straintsfor a workablesolution. First, routing from CNs to
MNNSs shouldbe optimal and be maintainedwith minimal
signalingoverloadwhile ensuringauthenticatiorof control
messagesSecondMNNSs shouldnt be concernedvith mo-
bility of their network. Althoughthey may encountewari-
abledelaysof transmissionsndlosswith their correspon-
dent nodes asthe network is moving, mobility management
shouldbetransparento them. Thus,MNNs shouldhave no
responsibilityin the periodicdelivery of Binding Updates.
Third, Mobile-IPv6 hasto work for mobile nodes visiting a
mobile network. We alsomake the assumptiorthatthe mo-
bile network hasonly oneMNG andis not multihomed. At
lastandmoreimportantly, thesolutionmustscaleto thesize
of the mobile network andthe numberof its CNs. It alsohas
to scaleto animportantnumberof mobile networks.

4. Binding Updates multicasting

We have seenin section 3 that, following some of
the Mobile-IPv6 mechanismsthe MNG would get a new
careof address M NG.,, at eachsubsequenpoint of at-
tachment. Whetherit is performedby the MNG or by its
MNNS, the careof address would thenbe sentperiodically
to eachCN correspondingwith MNNs. As we obsenre,
eachCN would receve exactly the sameM NG,,,. Some
CNs mightevenreceve duplicateBinding Updates carrying
thesameM NG.,, in casethey arecorrespondingvith sev-
eral MNNs residingin the mobile network. It would then
bewisethat CNs usea uniqueentryfor their corresponding
MNNS.

We thereforeproposeto deliver Binding Updates con-
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taining network scope bindings, i.e. the binding asso-
ciatesthe careof address M NG.,, with the network prefix
M NG .5, Of themobile network insteadof thefull 128-
bits IPv6 home address M NG, asin the existing Mobile-
IPv6. The M NGyprefie is abit stringthatconsistsof some
numberof initial bits of the home address M NG, which
identifiesthe home link within the internettopology All
MNNSs sharethe samelP prefix.

Therefrom, it makessensehatthe MNG sendghe Bind-
ing Update to a multicastgroup to which correspondent
nodes would have subscribed.At the sametime, it allevi-
atesthe needfor the MNG to know thelist of CNs sincethe
sourceof a multicastdatagrandoesnot needto know who
the particulargroup membersare. At last, authentication
is madeeasiersinceBinding Updates containingthe careof
address arealwayssentby the sole MNG to the samemul-
ticastaddresslt might alsoreducessignalingandmemory
requirementsvhen CNs have several correspondentis the
samemobile network.

We thereforeproposea solutionbasedon multicastrout-
ing protocolsfor delivering network scope Binding Up-
dates. The mobile network hasa permaneninulticastad-
dresswhich the MNG registersin the DNS [7, 8]. The
MNG sendsperiodicBinding Updates containinga binding
betweerits M NG pcsi, andits M NG.,, to the multicast
addressCNs join the multicastgroupusingIPv6 multicast
mechanismsThe Binding Update instructsCNs to addan
entryin their bindingcache Beforesendingadatagramthe
CN checksif the prefix of the destinationaddressnatches
the M NG, yrir recordedn the binding cache.If so,data-
gramsaresentviathe M NG.,, usinga Routingextension
header

As detailedbelow, our propositionmakes use of most
of the existing Mobile-IPv6facilitieswith someextensions.
We definea new mobile entity, the MNG, which performs
mostof the existing Mobile-IPv6 featuresand we redefine
the CN operation. We also definea new DNS Resource
Recordanda new |Pv6 Destination option.

4.1. Extensions

A new | Pv6 Destination Option  TheNetwork Update op-
tion is a new 1Pv6 Destination option that we proposefor
instructinga CN to redirectdatagramsntendedfor all its
communicatiompeerssharingthe sameaddressrefix. The
Network Update option containsthe M NGy, USsedasa
netmaskandthe M NG.,,. Thisoptionis insertedinto the
Binding Update datagram.

DNS extensions The Mobile Network DNS Resource
Record is anew entryin theDomainNameSener. It records
themulticastaddressisedby MNGs for Binding Update de-
livery. Queriesfor the IP addressof a MNN is processed
in the following manner:the DNS understandghatthe do-
main nameprovidedin the querycorresponds$o a MNN. It
thereforereturnsthe relevant IP addressogetherwith the
multicastaddressisedby the correspondindING.

Mobile-lPv6 extensions Our solutionrequiresextensions
to the Mobile-IPv6 specification.The MNG is a new entity
very similar to the mobile node asdescribedn [4]. Thus,
the MNG is a mobile node enhancedvith the ability to ob-
tain a multicastaddressndto registerit in the DNS. To the
contraryof a standardnobile node, it includesthe Network
Update option in the Binding Update insteadof the Binding
Update option andsendsthe Binding Update to a multicast
addresdnsteadof to individual CNs. No changesarere-
quiredto thestandardviN operation.Onthe otherhand,the
CN operationis extendedto processhe multicastaddress
containedn thereply of the DNS. The CN is alsoenhanced
to processthe Network Update option andto transmitvia
the MNG.,, all datagramsearinga destinationaddress
matchingthe sameprefix asthe M NGprefi. The HG cor
respondgo the existing home agent. Our solutiononly re-
quiresthatthe HG is ableto redirectdatagramsntendedto
MNNs andnot only to the MNG. At last,andasa standard
IPv6 router, thereis no needto definea FG entity in the
Mobile-IPv6 specification.

4.2. Protocol operation

Initialization Prior to its first movement,the maobile net-
work getsamulticastaddressvhich definesheBinding Up-
date recipient group for this mobile network. The MNG reg-
istersit with the DNS by meansof DNS Dynamic Up-
date[17] andusinganewly definedDNS Resourcdrecord.
Upon receptionof this dynamic update,the namesener
servingthe mobile network understandshatit mustreturn
the multicastaddresgo all nodesenquiringfor the IP ad-
dressof any MNN of the network.

MNG Operation Similarly to mobile nodes, the MNG ob-
tainsa new MNG,.,, at eachof its subsequenpoints of
attachmentusing either statelessor stateful DHCPv6 ad-
dressautoconfiguration. Following this, it sendsa Bind-
ing Update datagranto its HG andto the multicastaddress
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identifying the Binding Update recipient group. The Bind-
ing Update datagramcontainsa Network Update option, a
Home Address option, andanAH or ESP header. The Bind-
ing Update is sentat periodictime intervals to ensurethat
CNs do not deletethe binding becausats lifetime hasex-
pired. The Home Address option is the sameasfor the ex-
isting Mobile-IPv6 specification. It containsthe home ad-
dress M NG, usedasanidentifier Figure8 shavs Binding
Update emissiontowardsthe multicastgroupof subscribed
CNs.

CN Operation Prior to communication establishment
with anodeMNN, the CN callsthe DNS for the IP address
correspondindo the domainnameof thatnode. The DNS
suppliesthe IP addressM N N;;, andalsoreturnsthe mul-
ticastaddressvhereBinding Updates aresentsincethe re-
guestechodeis a mobile network node. Fromthe multicast
addressthe CN understandshat its peeris a mobile net-
work node. First datagramsrethereforesentto the MNN.
Datagramsare interceptedby the HG andtunneledto the
MNG.,,.(figure 7). Meanwhile,the CN joins the Binding
Update recipient group with the multicastaddressrovided
by the DNS. This could be performedby meansof Mul-
ticastListenerDiscovery [2], the protocolusedfor routers
to discover neighboringhostsinterestedin getting multi-
castdatagramsFollowing Binding Updates emittedby the
MNG to the multicastaddressare forwardedup to the CN.
The CN verifiesthe authenticityof eachBinding Update it
recevesandregistersin its binding cachethe binding be-
tweenthe M NGpyeyi, andthe M NG.,, andsetsthe ex-
piration timer. When sendingdatagramsthe CN checks
its binding cacheand understandshat datagramsntended
to ary destinationaddressbearinga prefix matchingthe
MNG ;s shouldbe routedvia the MNG.,,. Subse-
guentdatagramsresentto M N N;, viathe M NG ., USING
anlPv6 Routingextensionheade(figure9). Whencommu-
nicationis over, the CN mayleave the multicastgroup.

4.3. Mobile nodes visiting a mobile network

The existing Mobile-IPv6 can still be usedby mobile
nodes moving into andout of a mobile network, but not op-

(MING FEC4:700:AAAA:10/56 -> FECA:700:BBBB:200/64 )

(MNG FEC4:700:AAAA:10/56 -> FEC4:700.BBBB:200A/64 )
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Figure 9. Optimal routing between CN and
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timally. A visiting mobile node MN hasa permanenhome
address\f N;;, andobtainsa careof address M N,,, from a
routerin themobile network. The prefix of this M N, cor
responddo the M NGp,eziz. The MN registersits current
M N.,, with its home agent andits correspondent nodes. As
shavn onfigure 10, datagram&mittedby CN anddestined
to MN areroutedto the M N,,, usinga routing extension
header The prefix of the M N,,, correspondgo the pre-
fix of the homeaddresof the MNG. Datagramsarethere-
fore routedtowardsthe HG. As the mobile network is not
athome datagramsareinterceptedy HG andencapsulated
to MNG.,,. The MNG decapsulateand forwardsthem
to the MN wherethe routing extensionheadelis processed.
The mobility of the visited network is thereforetranspar
entto the MN which keepssendingBinding Updates con-
tainingthe M N, to its home agent andits correspondent
nodes. We notethatroutingis notoptimalbecauséhe home
agent andthe correspondent nodes of theMN areunawvareof
the currentlocationof the mobile network althoughthey are
awarethatthe MN is locatedin the mobile network. The so-
lution is to provide the correspondent nodes of the MN with
the MNG..,. This would obviously require specific ex-
tensionsto Mobile-1Pv6 since correspondent nodes of the
MN would have to understandhat datagramshave to be
sentto M NG.,, usinga Routing extension header includ-
ing boththe M N,,, andthe M NN;,,.

5. Evaluation

We believe thatour solutionis well adaptedor support-
ing large mobile networks. Network scopeBinding Up-
dates ensureoptimal routing betweenCNs and MNNs. By
usingmulticastfeaturedor deliveringBinding Updates, our
solution is bestdesignedto reducesignalingload and to
scaleto alarge numberof CNs, particularlywhenthe emis-
sion rate of Binding Updates is significant. However, we
have identifieda coupleof advantagesand drawbacks,and
issuesonwhich to furtherconductour study

Advantages First, MNNs do not have to take partin the
mobility managementf their network, thisis entirelyman-
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agedby the MNG. Moreover, the MNG doesnt needto track
the CNs interestedn getting Binding Updates which saves
memoryand processingoower. As a resultof recevving a
network scopeBinding Update, CNs are ableto optimally
route datagramso MNNs while registeringa uniqueentry
in their binding cachefor all nodedocatedin the samemo-
bile network. More importantly Binding Updates allow op-
timal routingandareeasilyauthenticatedsoriginatedfrom
the MNG without misleadingCNs aboutthe origin of the
sender It takes advantagesof existing IPv6 featuresand
mostly reusesMobile-IPv6 mechanismsMoreover, by ad-
vertisingthe multicastaddressdentifying the Binding Up-
date recipient group in the DNS andjoining the multicast
groupsimultaneouslyvhile sendingthefirst datagramsthe
CN is likely to getthe first Binding Update more quickly.
Otherwise,it would have waited until payloaddatagrams
reachthe mobile network, whichwouldtell the MNG to send
the first Binding Update. At last, our solutiondoesnt re-
quirethatall correspondent nodes subscribdo the groupto
enablecommunicatiorwith amobile network althoughrout-
ing would not be optimalfor thosecorrespondent nodes.

Drawbacks Our solutionrequireschangest CNs, i.e. at
every IPv6 node, but the commercialdeploymentof IPv6
hasnot startedyet, which limits the impact of this draw-
back. Our solutionalso requiresnew DNS recordsand a
new entity MNG in the Mobile-IPv6 specification but this
is not anissueeitherasthis is only doneat the mobile net-
work side,which doesnt impactall implementations.The
mostimportantdrawvbackis thatBinding Updates cannotbe
piggybacledandthatthe MNG hasno controlovertheBind-
ing Update recipient group members.

Privacy Issues SinceBinding Updates are sentto a mul-
ticastgroup,the MNG hasno clue over the identity of the
groupmembers.The MNG is thereforeunableto male dis-
crimination betweensubscribedCNs sincemulticastBind-
ing Updates are sentto all or nonegroup members.As a
result, the MNG can not hide its locationto someof the
CNs and ensureprivacy to someof the MNNs which may

wish so. To overcomethis, we may further enhanceour
proposalto add, for instance,encryptionof the multicast
addresgecordedin the DNS. Only allowed CNs may de-
cryptthemulticastaddressandsubscribeo the Binding Up-
date recipient group.

Multicast Issues The performanceof our protocol may
dependon the underlyingmulticastrouting protocol. Any
multicasttechniquesuchassource-basetteeor core-based
treemay be usedto build the multicastdelivery treelead-
ing to subscribedCNs. However, the gain of multicasting
Binding Updates mustbe balancedagainsthe computation
costof themulticasttree,its maintenanceandthedensityof
thegroupmembersThe computatiorncostis indeednot the
samewhetherCNs aresparselylocatedor not. If a source-
basedreerootedatthe MNG is used the sourceof the mul-
ticastgroupis mobileandthedeliverytreehasto berecom-
puteduponevery new pointof attachmenof themobile net-
work. If a core-basedreeis used,the delivery tree may
not be optimal. The candidatemulticastrouting protocol
shouldthereforetake into accountthe specificcharacteris-
tics of dynamicmulticastgroupswith a unigueandmobile
source.Obviously, it shouldnot belimited to intra-domain
multicastingand shouldscaleto a large numberof mobile
networks.

6. Conclusion

In this paper we have discussedhe Mobile-IPv6 abil-
ity to supportmobile networks. As we have seen,Mobile-
IPv6 cannotbe usedwithout major changesif we want
to provide optimal mobility supportto networks. Partic-
ularly, Mobile-IPv6 doesnt scaleto the size of the mo-
bile network becauseBinding Updates should be sentto
eachoutsidenode correspondingwvith a node of the mo-
bile network. As a mobile network may containhundreds
of nodesandaseachnodein the mobile node may commu-
nicatewith several correspondent nodes, periodic Binding
Updates would thusoverloadthe backbonenetwork. Thus,
Mobile-IPv6 wouldn't scaleand facesa Binding Updates
explosion.

Consequentlywe proposea solutionto reducethe num-
berof Binding Updates. Thefirst key ideais the useof mul-
ticast mechanismdor the delivery of Binding Updates to
correspondent nodes. Basically our solutionmakesuseof
Mobile-IPv6 mechanismsvith someextensionsto support
multicastdelivery of Binding Updates. Actually, insteadof
delivering a Binding Update to eachsingle correspondent
node of the mobile network, Binding Updates aredelivered
to amulticastgroupto which correspondent nodes have sub-
scribed. The secondkey innovationis the useof bindings
with a network scopeinsteadof a nodescope:a bindingis
valid for all datagram$earinga destinatioraddressnatch-
ing anetwork prefixinsteadof matchingafull 128-bitsIPv6
addressOur paperhasoutlinedthe changesequiredto the
Mobile-IPv6 specificatiorandthe protocoloperationof the
enhancedviobile-1Pv6.



We arecurrentlyperformingperformancesimulationsof
our solutionto shav whenit is beneficialto build a multi-
casttreeover sendingBinding Updates by unicast. Results
will appeaiin aforthcomingpaper It is notthefocusof this
paperto specify which multicastprotocol shouldbe better
used. This is an openresearchareain which we are con-
ductingfurtherstudies.

Previous papersaddressingmobility managemenfor
mobile nodes have alreadysuggestedhe use of multicas-
ting. For instance,in [9], mobile nodes are identified by
a unique multicastaddresswhich is locationindependent
andinvariant. However, the multicastinfrastructureis used
to route paclet destinedfor the mobile node, not to deliver
Binding Updates.
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