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ABSTRACT

This work introduces a novel approach for the streaming dis-
tribution of hierarchically encoded MPEG-4 presentations
using IP-multicast. The main achievements of this approach
are: (1) it is massively scalable in terms of number of users,
(2) it ensures the reception of a minimum quality of the video
to everybody, (3) bursts of packet losses do not automati-
cally lead to a sudden change of quality unlike in most other
video streaming solutions, (4) it is naturally TCP friendly,
(5) it is immediately deployable and does not rely on any
QoS mechanism in the network. This solution is well suited
to a large scale television program distribution over the In-
ternet. Yet it is not recommended for video-conferencing
and applications with user interaction because it introduces
a large playing delay.

1. INTRODUCTION

This work deals with the streaming transmission of MPEG-
4 presentations, where a client receives and plays informa-
tion on the fly. Streamed MPEG-4 presentations are suited
to a transmission in cumulative quality layers, where each
layer gives a higher quality-level. A traditional solution con-
sists in mapping these video layers onto several multicast
groups. In order to perform congestion control, each receiver
dynamically adapts the number of layers received according
to the experienced losses [5]. In order to behave correctly,
this solution requires that the video layer granularity be fine
enough. Depending on the video codec used, this may not
always be the case.

Another streaming solution consists in having a single
video stream, mapped onto a single multicast group [6] [7].
In that case the source adapts the transmission rate (e.g. by
changing video coding) according to RTCP feedback mes-
sages that give an indication on the experienced packet loss
rate at receivers. Because of the presence of these control
messages, this solution is not massively scalable.

Our proposal completely departs from these two approa-
ches, and is in fact mid-way between reliable multicast file
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transfer and streaming. It largely relies on ALC, a layered
reliable multicast protocol that enables a full asynchronism
and independence between receivers.

The rest of the paper is organized as follows: we give
a fast overview of the ALC reliable multicast protocol in
section 2; then we introduce MPEG4 encoding in section 3;
our proposal is described in section 4; we give experimental
results in section 5; we summarize the results in section 6
and we conclude.

2. QUICK INTRODUCTION TO ALC

The Asynchronous Layered Coding (ALC) protocol [2] of
the IETF RMT working group is a layered reliable multicast
protocol. Information is sent on several (usually cumulative)
layers at a fixed predefined rate. Then each receiver chooses
how many layers he wants and can receive. This receiver
initiated decision is taken by an associated TCP-friendly
layered congestion control module (e.g. RLC [11], FLID [1]
or WEBRC [3]). ALC does not use any feedback information
to the sender. It is therefore massively scalable in terms of
number of receivers.

ALC is well suited to the transmission of popular content
in an “on-demand” mode, where clients join an ALC session,
recover data, and leave the session at their own discretion.
This is made possible by the use of FEC (Forward Error
Correction) encoding [4], and by the transmission of all the
packets, data of FEC, in a random order and continuously
on the various ALC layers. This “on-demand” mode is very
specific to ALC and other reliable multicast approaches (e.g.
NORM and TRACK) are limited to a “push” synchronous
transmission model where all clients are more or less sup-
posed to be ready before the transmission starts. As we will
see in section 4.1, our approach relies on this “on-demand”
transmission model and is therefore intrinsically linked to
ALC. More information on ALC and its use for multicast
file transfer can be found in [2] and [10]. Our MCL library
[9] offers a full featured ALC and RLC/FLID-SL implemen-
tation and forms the basis of this work.

3. MPEG-4 SCALABILITY

MPEG-4 scalability [8] offers the possibility to see a video
at the desired spatio-temporal resolution by parsing appro-
priate portions of the bit-stream. One approach of scalabil-
ity is the hierarchical layered video compression. It consists
in having a base layer for low quality video encoding. On
top of it one or more enhancement layers are added. Each
layer enables to render the video with a higher quality. Yet
in practice the number of enhancement layers is limited (e.g.



the MPEG-4 ISO Reference codec [12] only only one base
and one enhancement layer).

4. GENERAL IDEAS

4.1 Senderbehavior

The server partitions a media stream into segments of
nearly the same duration, delta. This duration is by de-
fault one minute but other values are possible (section 4.5).
Because the video is hierarchically encoding, a segment is
composed of several video layers, that we call blocks. Each
block is transmitted separately on a distinct ALC session,
and thus on a different set of multicast groups (figure 1). All
blocks of a segment are sent continuously during delta sec-
onds, and after this period, the server automatically switches
to the next segment (e.g. at time t0+delta on figure 1). Dur-
ing each period, the packets of a block are not sent chrono-
logically but in a random order. FEC packets included by
ALC in the data stream enable receivers to efficiently re-
construct missed or not yet received packets. Transmissions
follow an on-demand delivery mode (section 2) because re-
ceivers do not necessarily join at the beginning of a block
transmission, especially for enhancement video layers. This
is why ALC is absolutely required by our approach. More
information on how ALC transmissions can occur can be
found in [10].
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Figure 1: Sender behavior.

4.2 Recever behavior

A receiver first subscribes to the ALC session correspond-
ing to the Base Video Layer of the current segment, n. When
the block of the Base Layer is successfully received, the re-
ceiver subscribes to the ALC session of the next enhance-
ment video layer. This process stops when all enhancement
layers have been successfully received (if ever) or when the
transmission of the next segment, n+1, begins. When trans-
missions for segment n+ 1 start, the receiver plays the video
of segment n and switches to the first ALC session to receive
segment n + 1, and so on. Therefore a receiver always plays
the previous video segment while receiving the next one.
This mechanism is illustrated in figure 2:

e From t0 to t3: the receiver tries to get the whole seg-
ment n and displays the segment n—1 already received.

e From t0 to t1: he receives the base video layer block
of segment n. At t1 he has received enough data for
this block and switches to the first enhancement layer.

e From t1 to t2: he receives the first enhancement video
layer block. At t2 he has received enough data for this
block and switches to the second enhancement layer.

e From t2 to t3: he receives the second enhancement
video layer block. At t3 = t0+delta, end of the period,
he stops without having enough data for this block.
This block can either be entirely dropped (and won’t
be used at all during decoding), or be kept (to let the
receiver try to decode it partially), depending on how
the user perception of the video is managed.
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Figure 2: Receiver behavior.

4.3 A Solution Immediately Deployable Ev-
erywhere

With classical approaches, a client can receive several
video layers simultaneously, and packets of a higher level
can overhaul packets of lower levels. Such packets are use-
less since layers are cumulative, and the enhancement layers
always need the data of the underlying layers. To avoid
this problem, the presence of a differentiation mechanism
(DiffServ or IntServ) is assumed in the core network to pro-
tect lower layers. This is a major requirement, which adds
much complexity to the solution, and restricts its use to
QoS-capable networks.

On the opposite our approach does not rely on privileged
transmission schemes in the network and can immediately
be deployed everywhere. A client receives only one video
layer at a time, starting by the most important ones, to
maximize the probability of receiving them correctly.

4.4 Benefitsof Intra-ALC CongestionControl

Our approach takes advantage of the layered congestion
control protocol used within each ALC session (we use RLC
but a more elaborated protocol like WEBRC is possible).
This is a major advantage over a congestion control based on
adding/removing a video layer, as it is often suggested, since
the granularity of MPEG-4 scalability is in practice very
low (section 3). On the opposite our scheme benefits from
fine grained congestion control protocols, currently being
standardized and that can even take into account IGMP
leave latency issues (section 4.5.2).

4.5 Segmentation
451 The Need for Video Block Control Objects

A control object is sent by the sender, for each video block,
with the following information: the number of frames in the
current video layer block, the first and the last timestamp,



the last RTP sequence number, and the duration, delta,
of the current segment. With this information a receiver
knows when he completely received one layer of the current
segment. He can also detect the end of the current segment
and discard late packets of a previous segment.

4.5.2 Duration of a Segment Period

Several aspects must be considered to choose an appro-
priate delta. The first idea is to have a very short delta in
order to reduce join latency and playing offset. But several
considerations are against short segment durations.

The first one is the congestion control timing limitations.
Congestion control protocols using static layering like RLC
and FLID-SL (section 2) are limited by the IGMP leave la-
tency problem (i.e. the delay between when the last receiver
of a LAN leaves a multicast group and its effect). There-
fore RLC imposes a deaf period after a loss during which
everything is frozen. Besides, even without losses, because
of the presence of congestion control a receiver cannot im-
mediately receive at full speed, ALC layers being only added
progressively (e.g. RLC imposes an exponential distribution
of layer addition signals). These two facts require that each
segment period be long enough. Using a dynamic layering
approach for congestion control like FLID-DL or WEBRC
would largely improve the situation since they solve this
IGMP leave latency problem. Yet they also add a signifi-
cant amount of complexity and induce other problems (in
particular a high signaling load).

The second one is the packet loss compensation capability.
Losses usually occur in bursts, because of congestion control
problems or routing instability. In order to give a chance
to receivers to recover losses (just by listening to an ALC
session longer), the period duration must be large enough in
front of the loss burst length.

Taking into account these aspects, we intuitively deter-
mined a trade-off between transmission efficiency and user
interactivity, and set delta to one minute. Future work will
refine this aspect using a more theoretical approach.

5. EXPERIMENT AL RESULTS

5.1 The StreamingApproachesCompared

We implemented our proposal using the MCL library that
implements the ALC/RLC/FLID-SL protocols [9]. We com-
pare its performances with a classical streaming scheme us-
ing a single ALC session. In that case, each video layer is
mapped onto an ALC layer. The sender sends each frame at
the time it should be displayed. Therefore the transmission
rate is not constant but reflects the instantaneous MPEG4
coding rate. No FEC protection or QoS mechanism is used
for this classical approach.

5.2 Simulation Conditions

The video is encoded using spatial scalability, with two
video layers, a base layer plus a single enhancement layer.
The bit-rate of these layers is 43 kbps and 50 kbps respec-
tively. The frame-rate is 3 frames per second, which is not
realistic but sufficient for testing purposes.

The sender simulates losses by dropping bursts of packets
following a two-state Gilbert model. We chose a 1% loss
probability in the lossless state, and a 75% loss probability
in the lossy state, which leads to an average number of four
consecutive packets lost.

We use a real testbed running the PIM-SM (Sparse Mode)
multicast routing protocol, and two Linux PCs, a server and
a client, attached to two different Ethernet subnets.
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Figure 3: Frame-rate of the enhancement layer.
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Figure 4: Classical approach, PIM-SM network.
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Figure 5: Our approach, PIM-SM network.

5.3 Simulation Results

The overall performances in terms of number of received
objects is about the same in both cases (figures 4 (b) and
5 (b)). Since an object corresponds exactly to a frame, it
gives an idea on the quality of the displayed video.

With the classical approach the transmission rate for each
video layer depends on the instantaneous video coding rate
(the corresponding receiving rate is shown in figure 4 (a)).
This is not the case with our approach where the sending
rate is constant for a given period, and defined by the trans-
mission rate of the various ALC sessions (not shown). Trans-
missions are smoothed over the time which is an advantage
from a networking point of view.



Another difference is the distribution of lost frames. Fig-
ures 3 (a) and (b) show that the curve of the classical ap-
proach is much more irregular than with our approach. The
classical approach, in presence of several losses, may not be
able to reconstruct one more consecutive objects. As each
object contains a frame, it leads to bursts of frame losses
that largely degrade the users quality perception. Our ap-
proach is less sensitive to this problem.

Note that our loss model does not fully simulate a con-
gested network (the limited duration of simulated loss bursts
assumes the presence of a congestion control adaptation).
Since the classical approach cannot react to such a situation,
the network remains congested and performances decreases
considerably, as well as the user perception. This would be
particularly visible with several parallel sessions. On the op-
posite, since our approach includes congestion control, sev-
eral parallel sessions would adapt around an equilibrium.
This experiment (and others) is left for future work.

6. SUMMARY OF THE RESULTS

At the light of previous sections our approach offers the
following benefits:

Pseudo-realtime streaming: The content can be produced,
encoded and transmitted in real-time, and a client can play
the video rapidly, after a small initial join latency. Yet the
approach is not fully real-time since the delay between re-
ceiving a packet and playing its contents is of the order of
one minute.

Unlimited scalability: The number of clients in a single
streaming session is unlimited since there is no feedback
flowing to the source in both the ALC and streaming com-
ponents. Having one client or several millions makes no dif-
ference from the server point of view. Of course multicast
routing protocols or additional application-level protocols
may limit the global scalability by introducing mechanisms
that require bi-directional transmissions, but this is out of
the scope of the present work. Our approach fits well with
the Source Specific Multicast (SSM) model, which simpli-
fies multicast routing and offers a full class D addressing
space to the source. Therefore multicast address allocation
is not a problem and many concurrent streaming sessions
are possible on a given server.

Ensures to each client the reception of the minimum video
quality made possible by its access network: 1t is the result of
the reception of video layers in the appropriate order, from
the base layer first, up to the highest enhancement layer.
The quality experienced by each client only reflects its own
reception quality and has no impact on others.

A smoothed video quality: Because of the natural buffering
capability and file transfer mode of the approach, packet
losses, even in case of long bursts, do not automatically lead
to frame losses and sudden video quality changes. They only
increase the time spent receiving a given layer.

Congestion Control support: Our approach is TCP friendly,
no matter how many layers the video codec produces. Re-
cent and efficient congestion control protocols (e.g. WE-
BRC) can transparently be used in the ALC module.

Does not rely on any QoS mechanism in the Internet: Fi-
nally our approach does not need any QoS mechanism like
DiffServ to define the relative importance of each layer. No
assumption is made on the underlying network which makes
our solution immediately deployable.

These properties make it well suited to the large scale

pseudo-realtime distribution of television programs or videos
over the Internet for instance.

7. CONCLUSIONS

We have introduced a multicast streaming solution for hi-
erarchically encoded MPEG-4 presentations. We have shown
its benefits compared to a classical multicast streaming so-
lution where each video layer (base or enhancement) is di-
rectly mapped on a different multicast group. Our solution
is in fact mid-way between reliable multicast file transfer
and streaming. It is based on the ALC protocol to reliably
transmit video segments. Therefore it benefits from ALC
strength in terms of congestion control (TCP-friendly be-
havior), error recovery (packet bursts are easily recovered)
and unlimited scalability (no feedback at all). It also takes
full advantage of the “on-demand” delivery model offered by
ALC. Our approach supports client heterogeneity and lets
each of them experience the best possible display made pos-
sible by its access network. Finally our approach limits (up
to a certain point) video quality instability by smoothing
the effects of packet losses.

We implemented our approach and carried out a first set
of experiments on a PIM-SM enabled testbed. Future work
will improve these tests to better assess its benefits and limi-
tations compared to other streaming solutions. The optimal
value to assign to the segment duration parameter, at the
center of this solution, will also be analyzed more formally.
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